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Executive Summary 

 

This report presents an application of evolutionary algorithms to multi-objective 

analysis of water resources systems and their integration into a decision support system 

(DSS). Two DSSs are presented, namely AcquaNet and ModSim that take advantage of two 

multi-objective evolutionary algorithms: MoDE-NS and MoPSO-NS. Their comparison with 

NSGA-II is presented. 

The algorithms are developed in the form of DSS which enables generalized multi-

objective analysis with a focus on water resources systems. The possibilities for integration 

with AcquaNet and ModSim DSS, either by importing network flow directly from them or by 

integrated optimization/simulation are also presented. A graphical visualization tool (Trade-

off Graph - TG) for easy analysis of the so called non-dominated solutions is included in the 

DSS.  

The algorithms are applied to common set of test problems for validation by comparing 

their results to the NSGA-II. The possibilities of application of the developed DSS and multi-

objective evolutionary algorithms are initially exploited by multi-objective analysis of a 

hydrological rainfall-runoff model Smap, with two and five objectives. Then, the analysis is 

extended to a complex water resources system, the Cantareira System, that provides water 

supply of 33m
3
/s for nearly half of the Sao Paulo Metropolitan Reion (SPMR). The analysis is 

done by comparing two pairs of objective functions: minimization of demand deficits versus 

minimization of pumping cost and minimization of demand deficits versus minimization of 

the deviation from the water quality standards. The results show that the multi-objective 

evolutionary algorithms are suitable for application to integrated water resources management 

and represent a good alternative to the “classical” methods. The MoDE-NS and MoPSO-NS 

developed in this study, outperformed NSGA-II by obtaining a better coverage of the Pareto 



optimal front, especially in the water resources system case study. 
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1 Introduction 

 

1.1 Background 

The inadequate availability of water in quantity and quality to meet the various demands 

is undoubtedly one of the most important issues to be addressed in the water resource 

management in a watershed. It is often necessary to build dams to regulate flows to ensure the 

human water supply, irrigation, hydropower generation, environmental control, water quality 

control, recreation and other demands. In the hydrological system, reservoirs are usually 

physically connected or act as components of an integrated system. 

The availability of water is discussed globally and there is a consensus that water is a 

scarce good and endowed with economic value. Such compliance must be present at all stages 

of planning, since conflicts of interest regarding the use of water demonstrate the need for 

inter-institutional coordination and the adoption of integrated water resources management 

policies. 

The Brazilian Federal Law No. 9.433/97, establishing the National Water Resources 

Policy (NWRP) and created the National Water Resources Management System, which 

contributes significantly to the water resource  regulating and planning process. This law 

establishes that the NWRP should be based on the following points: 

• Water is a public good; 

• Water is a limited natural resource with economic value; 

• In situations of scarcity, the priority of water use is for human consumption and 

watering animals; 

• The management of water resources should always consider multi-objective analysis; 

• The watershed is the basic unit for implementation of the National Water Resources 

and activities of the National Water Resources Management; 
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• The water resources management should be decentralized and rely on the participation 

of government and society. 

The fundamentals mentioned naturally require that the water management should be 

focused on the multiple uses of water. Among the various management activities, complex 

problems exist and arise, as example, the operation of water systems for water allocation. 

Generally the water allocation for meeting demands is subject to availability, to operational 

constraints and conflicts among various uses. 

These problems are inherently of multi-objective nature, being necessary to consider, in 

addition to operational constraints, a number of other restrictions of any nature: economic, 

cultural, technological, among others, which may be difficult to deal with using single-

objective optimization techniques. According to Loucks and Beek (2005), the traditional 

approach to cost / benefit, whose objectives are converted and expressed in a single unit, can 

be extremely difficult and lead to distortions in the set of optimal solutions. 

In single-objective optimization techniques, the solution algorithms aim to find a single 

global optimum value within the search space defined by the constraints of the problem. The 

multi-objective optimization techniques ideally generate a set of non-dominated solutions, 

and for this reason the concept of global optimum no longer makes sense. In general this set 

of solutions is known as the set of non-dominated solutions, or non-inferior or Pareto front. A 

solution is said to be dominated when it cannot be improved without worsen another solution 

of the solutions found so far. 

Traditional multi-objective analysis techniques use mathematical programming to 

generate the set of non-dominated solutions. For this purpose, several methods exist where the 

multi-objective problem is transformed into a single objective problem and solved 

successively until the non-dominated set of solutions is determined. Among them, the 

weighting method and e-Constraint method are some of the techniques used for multi-
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objective analysis that make use of mathematical programming (either linear or nonlinear) to 

find the set of non-dominated solutions. These methods are called classics here so they can be 

differentiated from Evolutionary Algorithms, discussed in this report. 

Evolutionary algorithms raised in the 80s initially with the Genetic Algorithm (GA) as 

well as its first multi-purpose version, Deb (2009). Authors like Simonovic (2009), Deb 

(2009) highlight some characteristics that make the evolutionary algorithms very attractive to 

multi-objective analysis in relation to the classical methods: 

 Based on populations, and for this reason are able to generate multiple non-

dominated solutions in a single generation; 

 Are less susceptible to the shape or continuity of the Pareto front. 

 Extremely flexible regarding problem formulation (objective functions and 

constraints); 

 Do not require deep knowledge of optimization models, and are generally easy 

to implement; 

Great attention has been given to the evolutionary algorithms in the last decade, and the 

raise of alternative algorithms for GA, many researchers have been developing more efficient 

algorithms for multi-objective analysis. Among them are DE (Differential Evolution) and 

PSO (Particle Swarm Optimization), whose versions for multi-objective analysis are the focus 

of this report, as well as its application in multi-objective analysis of water resources systems. 

The multi-objective evolutionary algorithms (MOEA) developed, MoDE-NS: Multi-

Objective Differential Evolution and MoPSO-NS: Multi-objective particle swarm 

optimization, are compared with a version of multi-objective GA, called Non-dominated 

Sorting Genetic Algorithm - NSGA-II for the validation and result benchmark purpose. The 

three algorithms were summarized in a Decision Support Systems (DSS) that consists of a 

user interface (UI), and a library of algorithms, that can be used separately from the UI and 
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applied to solve any type of Multi-objective problem. NSGA-II was translated into the same 

programming language used in the development of this DSS, but all its original features were 

preserved. 

The developed Decision Support System is a very flexible tool that allows multi-

objective analysis of problems across the board, without additional tools and can also be 

integrated to other DSS for water resource management as AcquaNet and ModSim DSS. 

AcquaNet (Porto et al., 2003 and 2005) and ModSim (Labadie, 2010), that can solve 

efficiently large problems using networkflow algorithms. Moreover, the developed DSS 

provides a tool for visualization of the set of non-dominated solutions based on a 

methodology proposed by Baltar (2007). This tool is called Trade-off Graph (TG) and uses a 

coordinate system method to project non-dominated solutions on a 2D graph and compromise 

programming to highlight the best (or most robust) solutions based on user preferences. The 

TG is described in the methodology and examples are presented in Section 3. 

The integration of evolutionary algorithms discussed and Decision Support System – 

DSS developed is a tool that can help decision makers and watershed comities to resolve 

conflicts and assist in the management and planning of water resources systems. The 

possibility of integrating the DSS with other systems as AcquaNet and ModSim DSS enables 

multi-objective analysis using the MOEAs to complex and large water resources problems. 

 

1.2 Organization of the Repot 

 

The report is organized into five chapters in this sequence: (1) introduction and 

objectives, (2) literature review, (3) methodology, (4) application of the methodology, 

followed by (5) conclusions and recommendations. On Annex 1 contains instructions for 

installation of the Decision Support System developed and described in this report. 
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2 Literature Review 

 

Optimization techniques have been employed in recent decades to deal with water 

resource management problems. Optimization models are based on mathematical 

programming techniques, which include a variety of algorithms, whose choice depends on the 

characteristics of the problem to be analyzed, the data availability, the objectives and 

constraints. Authors such as Yeh (1985) and Labadie (2004) present a detailed review of the 

most common techniques employed in the management of water resources systems. 

Rarely the management of complex water resources systems involves a single objective 

and therefore, the multi-objective analysis is recommended (Simonovic, 2009). On single-

objective optimization techniques, the solution algorithms aim to find a single optimal value 

(ideally the global optima), within the search space defined by the constraints of the problem. 

Since multi-objective techniques ideally generate a set of non-dominated solutions, and for 

this reason the concept of global optimal does not make sense. In fact, it is common in multi-

objective analysis that the term “optimization” is absent, since there is no unique “optimal” 

solution for the problem (Deb, 2009 and Simonovic, 2009). 

Traditional techniques of multi-objective analysis use mathematical programming to 

generate the set of non-dominated solutions. There are several methods in which the multi-

objective problem is decomposed into a single objective problem and solved successively 

until the non-dominated set of solutions is found (Baltar, 2007 and Deb, 2009). Among them, 

the weighting method and ε-constraint method are the most commonly used techniques use 

for multi-objective analysis in case of non-linear problems.  

With the rise of evolutionary algorithms (EA) in the 80's and their multi-objective 

versions (MOEA), new analytical methods have been proposed multi-objective. Initially, the 
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MOEA were derived from the genetic algorithm (GA) (Deb, 2008 and 2009). But with the 

rise of new algorithms, as alternatives to GA, like DE (Differential Evolution) and PSO 

(Particle Swarm Optimization), many researchers have been developing more efficient 

algorithms for multi-objective analysis. 

This session presents the basic concepts related to multi-objective analysis, a quick 

review of two very popular classic methods (the weigh, the basic structure for GA, DE, PSO 

and some versions of the same multi-objective. Visualization and presentation of non-

dominated solutions are also discussed. Finally, a review of some applications of MOEA in 

analysis of water resource systems is presented. 

 

2.1 Basic Concepts 

 

The process of modeling and solving problems with two or more conflicting and non-

measurable goals is called Multi-objective analysis. The multi-objective analysis aims to 

produce a set of optimal solutions that represent the best trade-off relations between 

objectives which are called the set of non-dominated solutions or simply, the Pareto front. 

The so called trade-offs are inevitable when it comes to multi-objective analysis, which 

arise precisely because there are conflicting among different uses in a water resources system, 

and thus objectives cannot be simultaneously fully met. 

Figure 2.1 presents in graphical form a typical relationship between two conflicting 

objectives, where f1 and f2, are both minimization functions. This graph also presents the 

concept non-dominated solutions and Pareto front ( ), that are formally presented below. In 

Figure 2.2 other examples of Pareto fronts are presented. 
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Figure 2.1 – Typical Pareto front for two conflicting objectives (minimization functions) 

 

 

Figure 2.2 – Pareto fronts examples - Source: Deb (2009) 

 

A multi-objective problem can be written as: 

Soluções não dominadas Espaço de busca
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          ( ⃗)  [   ( ⃗)    ( ⃗)      ( ⃗)]                   

                 ( ⃗)                           

                            

(2.1) 

Where vector  ⃗  [  
      

 ] that satisfies the equation (2.1), and is optimal solution 

for the optimization problem,    ( ⃗) are the problem constrains, M the number of objectives, 

n the number of constrains and p the number of the problem variables. The constraints in eq. 

(2.1) define the feasible space Ω of the problem. Constraints of type ≤ can be converted in 

constraints of type ≥ by multiplying by -1. The same procedure can be used to convert a 

Maximization problem into a Minimization problem. 

 

2.2 Non-dominance concept 

 

Most multi-objective algorithms use the non-dominance concept in the optimization 

process. In these algorithms, one of the basic processes is the comparison (for sorting 

procedure, selection, and others) of two solutions or individuals for their dominance.  

One solution is said to be non-dominate over other, if two conditions are met: 

1 – The solution  ⃗ is no worse than  ⃗ in any objectives, that is   ( ⃗)    ( ⃗), for j  {1, 

2, ..., M}, where M is the number of objectives. 

2 – The solution  ⃗ is slitly better than  ⃗ in at least one of the objectives,   ( ⃗)      ( ⃗), 

for at least one j  {1, 2, ..., M} where M is the number of objectives. 

If both conditions above are satisfied then  ⃗ dominates  ⃗, that also written as  ⃗    ⃗. If 

one of conditions 1 and 2 is not met,  ⃗ do not dominates  ⃗. 

The non-dominated solutions define the optimal set of solutions or the Pareto-optimal 

Front  . Thus, and individual or solution  ⃗ belongs to   only if no other solutions  ⃗ exists, 
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that dominates  ⃗. 

The Figure 2.3 shows an example of non-dominance solutions, in which solutions 1 and 

2 are non-dominated and 3, 4, 5 and 6 are dominated solutions. 

 

Figure 2.3 – Dominance relation in solution space for a two-objective problem 

 

The set of non-dominated solutions is conceptually equivalent in multi-objective 

analysis, to the global optimal in single-objective optimization (Simonovic, 2009). 

In multi-objective analysis, two important goals must be achieved (regardless of which 

technique or algorithm is used): 

(i) finding solutions as close as possible to the true Pareto-optimal front; and  

(ii) finding solutions that reasonably cover the whole extension of the Pareto-

optimal front 

The ideal situation is shown in the example in Figure 2.4 where both goals are met 

satisfactorily, i.e., the applied technique found solutions very close to the real Pareto front and 

properly distributed to cover the whole extension of the front. 
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Figure 2.4 – Example of a set of solutions found very close to the real Pareto Front 

 

2.3 Classification of Multi-Objective techniques 

 

The techniques for multi-objective analysis can be classified into two major groups 

(Deb, 2009):  

(i) generating techniques of non-dominated set of solutions: methods in this 

category solve the multi-objective problem by trying to find the whole set of 

non-dominated solutions without any intervention from the user or Decision 

Maker. DM’s intervention is required, by introducing its preferences on a second 

step, to identify best compromise solutions. These techniques are classified by 

Deb (2009) as the ideal approach to solver multi-objective analysis problems. 

(ii) techniques with prior articulation of preferences: methods in this category 

requires a prior definition of DM’s preferences to convert the multiple objective 

problem into a single objective one, which then can be solved using a single-
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objective optimizer. 

It is also very common classification using a third category of techniques which rely on 

progressive articulation of preferences (Simonovic, 2009). These methods start trying to find 

a set of non-dominated solutions that is presented to the user or DM. The problem is modified 

to reflect DM’s preferences and solved again. These two steps are repeated until a satisfactory 

solution is obtained.  

The evolutionary algorithms are classified as the first category as well as some classical 

methods as the weighting method and ε-Constraint method that try to find the complete set of 

non-dominated solutions. Deb (2009) refers to the generating methods as the ideal approach 

since they provide more effective and comprehensive decision support information. Baltar 

(2007) highlights that a set of solutions with their respective trade-offs could provide more 

valuable information to DM than a single optimal solution. 

 

2.4 Classical Methods 

 

This section will describe two mathematical programming methods commonly used in 

solving multi-objective problems. These are called “classics” to differentiate them from 

evolutionary algorithms presented in this report. 

An important feature of these methods is that they to multiple-objective problem in a 

single-objective one, enabling thus the use of mathematical programming techniques to solve 

it. 

This report doesn’t aim to detail these classical methods, only briefly review them. 

Interested readers should refer to a series of author that present a very comprehensive and 

detailed review on these methods: Loucks and Beek (2005), Baltar (2007), Coello Coello 

(2007), Deb (2009) and Simonovic (2009). 



23 

 

 

2.4.1 Weighting Method 

 

This method aims to obtain the set of non-dominated solutions by parametric variation 

of weights (  ) applied to objective functions of the problem, as presented in equation (2.2). 

The weights convert the multi-objective problem into single-objective that can be solved 

using mathematical programming techniques (linear or nonlinear programming). 

 

          ( )  ∑   
 
      ( )   where   is the number of objectives 

                

(2.2) 

 

These weights    must be supplied to the solution algorithm and its choice can directly 

affect the results, i.e., not all non-dominated solutions can be obtained with this method. 

Deb (2009) and Simonovic (2009) further highlighted the need for parametric variation 

of weights can result in large computational effort, since for each set of weights is necessary 

to solve the problem and hopefully find a new non-dominated solution. Another problem with 

this method is that different sets of weight my result in the same solution.  

 

2.4.2 -Constraint Method 

 

This method also belongs to the first category generating of techniques for, and as one 

of the objectives is optimized, the others are converted into constraints of the problem, 

according to equation (2.3). This is how the multi-objective problem is converted into a 

single-objective problem to be solved with the use of mathematical programming. 
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          ( )    ( ) 

                     ( )                         

   {       }                                      

(2.3) 

 

The challenge in this method is to find or set correctly the    values for each of the 

functions within the maximum and minimum boundaries, thus ensuring that the set of non-

dominated solutions is found. 

 

2.5 Why Evolutionary Algorithms? 

 

The classical methods for multiple-objective analysis use a preference based schemes, 

which ultimately convert the multi-objective problem to single-objective so that can be solved 

by using mathematical programming. These classical methods generate “point to point” 

solutions, i.e., at each simulation they are able to produce only one solution, hopefully a new 

non-dominated solution of the problem, (Deb, 2008). 

The main difference between MOEA and the classical methods is that EA are 

population based. This feature makes them unique to solve multi-objective problems, being 

able to produce multiple non-dominated solutions in a single generation. 

Coello Coello (2007 and 2010), Simonovic (2009), Deb (2008 and 2009) highlight 

some features that make evolutionary algorithms (EA) very attractive for multi-objective 

analysis in relation to so-called classical methods. Among them: 

 Are able to generate multiple non-dominated solutions in a single generation; 

 Are less susceptible to the shape or continuity of the Pareto front. 

 Extremely flexible regarding problem formulation, with regard to the objective 
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functions and constraints; 

 Do not require deep knowledge of nonlinear optimization models, and are generally 

easy to implement. 

 Are not influenced by the initial solution, unlike many methods for non-linear 

mathematical programming, especially those based on derivatives and gradients. 

According to Deb (2008 and 2009), Coello Coello et al. (2007) and Price et al. (2005), 

the use of evolutionary algorithms for multi-objective analysis has grown significantly in 

recent years, and have been quite effective in a wide variety of optimization problems. 

 

2.6 Multi-objective Evolutionary algorithms - MOEA 

 

Multi-objective Evolutionary algorithms - MOEAs are able to optimize problems that 

would be difficult to be solved using conventional techniques such as linear and nonlinear 

programming. 

MOEAs initiates with a population of solutions usually randomly generated within the 

limits imposed on variables (lower and upper limits). From the initial population, the off-

spring populations are generated using selection, mutation and crossover operators. To 

preserve the best individuals, an elitism operator is also commonly used (Deb, 2008). 

The MOEA raised in the 80’s, initially with a version of Genetic Algorithm (GA), also 

known as “Vector Evaluated Genetic Algorithm” or VEGA, proposed by Schaffer (1984) 

apud Deb (2009). According to Deb (2008) little attention was given to this algorithm, as it 

used to converge prematurely to specific solutions and could not maintain a desired diversity 

of the non-dominated set of solutions, which is the second goal to be reached in multi-

objective analysis, as discussed earlier. Also according to the author, MOEAs have gained 

more attention after the publication of Goldberg’s (1989) work, where he suggested a 
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revolutionary procedure using non-dominance concept (Non-dominated Sorting – NS 

procedure) for generation of offspring solutions. In this work the author also suggest a 

selection operator to maintain diversity of solutions, using information from the vector 

solution or directly from the values of the objective function. These two operators are the 

basis of all modern MOEAs. 

From this work many algorithms for multi-objective analysis have been proposed in the 

90's, initially based on GA. An example is the NSGA-II algorithm, that is also widespread in 

the scientific community (which can be noticed by the large number of published papers in 

which it is used), and its results and application serve as a benchmark for new algorithms 

proposed or developed. 

With the raise of other evolutionary algorithms such as Differential Evolution (DE) 

originally proposed by Storn and Price (1995) and Price and Storn (1997) and Particle Swarm 

Optimization (PSO) proposed by Kennedy and Eberhart (1995), multi-objective algorithms 

based on both have been proposed. 

By extending an EA, either GA, PSO or DE for multi-objective analysis is necessary to 

consider two important factors in the MOEA (Chakraborty et al. 2008): 

1. how to maintain and select the best individuals, i.e., how to consider elitism, and 

2. how to maintain the diversity of the population. 

Elitism is generally considered the classification of solutions by its non-dominance, as 

suggested by Goldberg. This method has variations, but its basic procedure consists on the 

classification of solutions by assigning each one a rank according to their “dominance: the 

first non-dominated solutions receive Rank 1 and are removed from the population. Once 

these solutions are removed the new non-dominated solutions are sought and receive a rank 2. 

This new solutions are removed and this process is repeated until the entire population is 

classified as in Figure 2.5. 
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Figure 2.5 – Non-dominated solution ranking schema 

 

To maintain the diversity two common operators are used: Crowding Distance (CD) and 

Fitness Sharing (FS). Both are used as a selection criteria of non-dominated solutions for the 

generation of child population, and its main goal is to keep solutions “well” spread as possible 

on the Pareto front. Both are a measure of how densely the neighborhood of a solution is 

populated. 

CD is calculated using the objective function value of neighboring solutions, as Figure 

2.6 and is an indicator of how far apart they are. Thus, solutions with higher values of CD are 

preferred as they are in a less densely populated region. The great advantage of using CD over 

FS is that no additional parameter is required. 

The FS calculates the density of the solutions into a circle of radius σshare around each 

solution, as Figure 2.7. Unlike the CD, the lower the value of FS, the more likely the solution 

is to be chosen because it will be in a less densely populated region. The disadvantage of this 

metric is that the value of σshare must be defined and can affect significantly the result of 
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optimization, Deb (2009). 

 

 

Figure 2.6 – Crowding Distance calculation schema 

 

 

Figure 2.7 – Fitness Sharing calculation schema 
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2.6.1 Genetic algorithms - GA 

 

The Genetic Algorithm (GA) was one of the first algorithms of AE category and makes 

analogy to natural selection mechanisms. It was proposed by Holland (1975) and became 

widely popular after the publication of Goldberg's book (1989). 

GA works with an initial population, consisting of chromosomes, which are formed by 

genes (decision variables). The chromosomes may be binary or real representation, thus 

defining two types of algorithms, the real representation and binary representation. The binary 

representation is rarely used, because for problems with large number of variables, the 

encoding and decoding process requires lots of memory and processing time. 

In GA there are three operators: selection, crossover and mutation, to generate a new 

population of individuals from a population of parents. 

The selection operator is used to select the chromosomes on which is applied the of 

crossover operator. There exist different selection operators (Deb, 1999), and generally 

chromosomes with higher value of objective function value are more likely to be selected and 

survive. 

A widely used crossover operator in real coded GA is the Simulated Binary Crossover 

(SBX, Deb and Agrawal, 1995, Deb and Berger, 2001, and Deb, 2009) that simulates the 

crossover at 1 (one) point of the binary encoding and uses a probability distribution around 

two parents to create offspring solutions. 

There are two important aspects that make this version of the GA (SBX operator) more 

efficient than previous versions: offspring solutions are usually generated closer to parents, 

and the distribution of offspring solutions is proportional to the distribution of the parent 

solutions (Deb and Berger , 2001). 

After selection and crossover, mutation is performed to preserve the diversity of the 



30 

 

population. The mutation probability must be kept low because higher values may 

compromise good solutions (Deb, 1999). Mutation operators can be uniform or non-uniform 

or polynomial, and may vary with the number of generation, Deb (2009). 

 

Multi-objective versions 

 

After Golbert’s work, who suggested the concept of non-dominance for the generation 

of new population, a first generation of algorithms has emerged. Three of these are shortly 

described as follows: 

- NSPGA (Niched Pareto Genetic Algorithm), proposed by Horn et al. (1994): In this 

algorithm two solutions are selected at random in the population and its dominance is 

compared to another group of solutions that is also selected randomly at the start of 

generation. The size of this group is controlled by a user-defined parameter. Besides the 

selection operator described, this algorithm uses an operator of diversity (Fitness Sharing) if 

the two solutions selected for comparison are both dominated or both not dominated. 

- MOGA (Multi-objective Genetic Algorithm) proposed by Fonseca and Fleming 

(1993): In this algorithm all non-dominated solutions receive a ranking and the other solutions 

given the value of ranking according to the number of solutions that dominate them. The 

selection is made of solutions with the lowest ranking and an operator of diversity, CD, is 

applied to solutions with similar objective function values. 

- NSGA (non-dominated Sorting GA) proposed by Srinivas and Deb (1994): the first 

version of this algorithm had some differences with respect to MOGA. In the ranking is 

assigned to all solutions. In addition, to calculate all the solutions is an operator of diversity, 

the CD, from the variables of the solutions (and not the values of the objective function). 

According to Deb (2008), these three algorithms were important to encourage research 
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for the MOGA, but its efficiency was extremely low. Thus the second generation of MOEA 

raised that combine elitist conservation mechanisms with very efficient ranking algorithms 

and operators of diversity. These represent the state of the art in MOEA, and two of them are 

briefly described: 

- NSGA-II proposed by Deb et al. (2000 and 2002): This algorithm uses a mechanism 

of non-dominated sorting, assigning them a level (ranking) to each solution. The algorithm 

generates the offspring population from the population of parents and the sorting procedure is 

performed in the population resulting from the union of the two. To generate a new 

population of size N (where N is the number of individuals) individuals that belong to the 

lower ranks (with best ranks) are first selected and if necessary to complete population or 

exclude individuals, the CD metric is used as tiebreaker. These processes used in NSGA-II 

are described in detail in methodology. 

- SPEA and SPEA2 (Strength Pareto Evolutionary Algorithm) proposed by Zitzler et al. 

(1999 and 2001): unlike the NSGA-II algorithm that uses an external file to store the non-

dominated solutions. Moreover, the mechanism of classification of non-dominated solutions 

is a bit different from NSGA-II, but also uses the idea of ranking by levels. An operator of 

diversity is used to prevent solutions from the external file that are close together, being used 

to generate the new population. 

Other MOEAs using GA has been proposed and an extensive review of them can be 

found in Deb (2008 and 2009) and Nicklow et al. (2010). 

 

2.6.2 Differential Evolution - DE 

 

Differential Evolution (DE) was proposed by Price and Storn (1997) and is one of the 

most recent evolutionary algorithms for solving real-parameter optimization problems. DE 
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exhibits an overall excellent performance for a wide range of benchmark problems. 

Furthermore, because of its simple but powerful searching capability, DE has got numerous 

real-world applications (Price et al., 2005). It uses a simple mutation operator based on the 

differences between pairs of solutions (also called vectors) in order to find the search 

direction based on the distribution of solutions in current population. 

Unlike Genetic Algorithm (GA), which strongly depends on the crossover operator, DE 

uses mutation as the primary search mechanism and selection to indicate the direction within 

the feasible region of decision space 

The basic idea of the DE is a scheme for the generation of the so called Test vector. DE 

generates this new vector from at least three members (depends on the strategy used) of the 

population. If the Test vector has a better value of objective function over a predetermined 

vector of the population, it will replace the vector which is being compared. In addition, the 

vector with the best objective function is always stored to keep track of progress throughout 

the optimization process. Price et al. (2005) point out that the use of distance information and 

direction between members of the population to generate random derivations results in an 

adaptive scheme with excellent convergence properties. 

The original implementation maintains a pair of vectors of the population, both 

containing Np individuals and D size (number of variables). The current population, 

represented by Px,t is composed of vectors, Xi,t, equation (2.4), Pu,t represents the test 

population that is composed of test vectors, represented by Ui,t, equation (2.5). 

 

     (    )                              

     (      )                

(2.4) 

     (    )                              

     (      )                

(2.5) 
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where        is the decision variable 

 

The initial population is randomly generated from the upper and lower limits of each 

decision variable (if there is no problem information available), as equation (2.6). 

       (   )  (         )                     (2.6) 

where    is the decision variable and      the lower limit of   variable and      the upper 

limit of variable  . 

 

Mutation in DE is used to create a population of NP test vectors. The original 

formulation uses three vectors chosen randomly to create the mutant vector Vi,t, as described 

in equation (2.7). The F parameter is a real number, usually between 0 and 1 (Vassan and 

Simonovic, 2008) and determines the mutation rate of the population over the generations. 

The indices of the vectors r0, r1, r2 are chosen randomly from position 0 to Np-1, for each 

generation and they are different from the current vector i. 

 

            (           )               ,               (2.7) 

 

After mutation, a uniform crossover is applied to the test vectors generated in the 

mutation, as described in equation (2.8). The crossover probability CR determines the number 

or fraction of the variables combined (used) in the process. To determine whether a variable is 

considered for crossover, a random number is generated between 0 and 1, and compared to 

the crossover probability CR. If CR is greater than the random number generated, the variable 

       is used to compose the trial vector, otherwise the variable        is used. In addition, the 

variable jrand randomly selected for comparison, is excluded from the trial vector to ensure that 

the variable        will not be present twice in off-spring population. 
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            {
                    (   )                 

                                                                  
 (2.8) 

 

The selection consists on checking if the vector      has a better objective function value 

than the vector     . If so      is used for next population, otherwise      is selected, as in 

equation (2.9). 

     {
             (    )   (    )

                                   
 (2.9) 

 

The Figure 2.8 presents a simplified flow chart of steps performed by an DE algorithm 

in the optimization process. 

 

Figure 2.8 – General D.E. Flowchart 

 

The general convention used by DE is DE/α/β/γ, where α is the vector to be perturbed 
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(randomly selected), β the number of vectors considered for the mutation and γ the type of 

crossover used (can be exp: exponential or bin: binomial). 

The variant described above is DE/rand/1/bin, also known as the classic DE, and is the 

original strategy proposed by Price and Storn (1997). The same authors have proposed other 

strategies listed below: 

• DE/best/1/exp 

• DE/rand/1/exp 

• DE/rand-to-best/1/exp 

• DE/best/2/exp 

• DE/rand/2/exp 

• DE/best/1/bin 

• DE/rand/1/bin 

• DE/rand-to-best/1/bin 

• DE/best/2/bin 

• DE/rand/2/bin 

 

However, as noted by Vasan and Simonovic (2008) and Schardong et al. (2009), the 

strategy DE/rand/1/bin seems always gets the best results for most single-objective problems. 

A pseudo-DE is shown in the table of Figure 3.10. 

 

Generation of Initial Population 
While k < Max.Gen.  
{ 
    While i < Np 
    { 
         Generate random numbers r0,r1,r2 in {1, ... , Np} 
         Calculate mutation,      as equation (2.7) 
         Perform Crossover,      as equation (2.8). 
         Perform Selection,     , as equation (2.9) 

    } 
                is the new population 

} 
End 

Figure 2.9 – DE’s pseudo code 

 

Multi-objective versions 
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Like in GA, the most popular multi-objective based in DE are those that use the concept 

of non-dominance sorting and one diversity operator for the generation of new populations. In 

fact, some authors as Filipc and Robic (2005), Kwan et al. (2007) and Regulwar et al. (2010) 

have suggested the use of the mechanisms of NSGA-II with the DE. Kukkonen and Lampinen 

(2005) proposed the GDE3 (Generalized Differential Evolution), in which an external file is 

used to store non-dominated solutions and that are used in the process of generating the new 

population. Another algorithm, the PDE (Pareto Differential Evolution) proposed by Abbas 

and Sarker (2002), which also uses an external file to store the non-dominated solutions, and 

an diversity operator to eliminate solutions very close together in the repository. 

Price et al. (2005) and Chakraborty (2008) present a detailed review of the existing 

MOEA based on DE, and can be noticed that many of the algorithms use the non-dominated 

sorting procedure and diversity operator Crowding Distance, as in the NSGA-II. 

 

2.6.3 Particle Swarm Optimization - PSO 

 

Like DE, Particle Swarm Optimization (PSO) is relatively recent algorithm and was 

initially proposed by Kennedy and Eberhart (1995). It is based on analogy with the flight 

formation of a flock of birds. As the DE and GA, the PSO is population based, and use a set 

of particles (individuals) that compose the population, in which the optimal solutions are 

sought through a combination of individual by learning and social behavior. 

PSO is a very simple algorithm and the basic formulation for calculating the velocity 

and position (variables) update, proposed by Kennedy and Eberhart (1995) is presented in 

equations (2.10) and (2.11). 

 



37 

 

  (   )      ( )        [   ( )    ( )]        [  ( )    ( )] (2.10) 

  (   )    ( )    (   ) (2.11) 

where:  

 w is the inertia coefficient which has an important role in determining whether 

the search will be around a local optimal (low values of w) or global (for higher 

value) 

    and    are constants that vary from 1.5 to 2.0, with the sum of not more than 

4; 

    and    are random numbers uniformly distributed in the range 0 to 1; 

 Pbi(t) is the best position of the particle t to date, also called the local best; 

 Pg(t) is the particle with the best overall position of all particles, so far, also 

called the global best; 

   ( ) is the position vector of particle i, and 

   ( ) is the velocity of particle i. 

 

Interestingly, the PSO does not have the crossover mechanism as GA and DE, and is 

common in PSO algorithms only accept the new particle if its objective function value is 

better than the previous one, featuring a selection process. However, this procedure can 

negatively affect the convergence of the algorithm. Pbi and Pg, the best local and best global 

particles, respectively, are updated at each generation, and Pbi   Pg. The inertia coefficient w 

seems to be the one that mostly affects the performance of PSO (Coello Coello et al., 2004). 

Some authors recommend starting the optimization with high values of w and decrease them 

over. The suggested values for w are between 0.4 and 1.4. Benitez et al. (2005) suggest values 

of        1 and w = 0.5. Jung and Karnery (2006) suggest that high initial values of    and 

   should be used and the values should decrease over the generations. Suggested values 
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range from 1.4 to 0.5. 

The flowchart in Figure 2.10 shows the basic structure of a PSO base algorithm. 

 

 

Figure 2.10 – Flowchart of a PSO based algorithm 

 

Multi-objective Versions 

 

The main difference between PSO and MOPSO is the way how of storage and selection 

of global best (  ) particles. In fact,    in equation above makes no sense in multi-objective 

optimization, once there is no such thing as the global best on multi-objective. There are 

several strategies for storing non-dominated solutions and selecting one to calculate the next 

velocities and positions. Some authors suggest the use of an external repository to store non-

dominated solutions (Coello Coello and Lechuga, 2002 and Coello Coello et al., 2004). To 

upgrade the velocity of each particle, this algorithm has to use a procedure to define how the 
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best global    will be selected from the non-dominated external archive, also known as leader. 

There are several criteria to select a particle from the repository, and this strategy has the 

function of maintaining the diversity of solutions. Coello Coello et al. (2007) and Pulido 

(2005) propose a method of choosing the solution from the external repository combining 

randomness and proximity between solutions, with the goal of promoting diversity and 

accelerating the convergence. Lechuga and Rowe (2005) proposed a PSO based multi-

objective algorithm that use an external repository, making the selection of the leader based 

on the value of fitness sharing. Baltar (2007) used an external file to store the non-dominated 

solutions as well and a method that calculates the density of points around each solution and 

apply a probability factor for the selection of the    particle. Chiu et al. (2007) proposed a 

new strategy, called cross-search strategy, based on the proximity of the particles and uses a 

mutation operator to maintain diversity. Benitez et al. (2005) suggests the use of an external 

repository without the use of diversity operators, that is, suggests that the leader   , should be 

done by choosing a random solution from the repository. 

Algorithms that use external archives to store non-dominated solutions are also popular, 

but require an additional parameter, which is the size of the archive. 

 

2.7 Non-dominated solution visualization 

 

The multi-objective analysis process generates, ideally, a set of non-dominated 

solutions which is composed of complete solutions of the problem in analyse. Thus it is 

necessary to provide to the Decision Maker ways to evaluate/visualize and choose a solution 

of this set. This choice should reflect the manager's personal preferences, or preferences of 

individuals and groups involved in decision-making process. Compromise programming 

(Simonovic, 2009 and 2011) can assist DM in choosing the best compromise solution to a 



40 

 

given set of weights for each objective. The compromise programming is used to generate the 

classification and thus determine the best compromise, or at least, the most roust solutions. 

Some existing graphical methods of visualization of the non-dominated solutions are also 

reviewed. 

 

2.7.1 Compromise Programming 

 

Compromise programming uses the measure of the distance of each objective value to 

the ideal point, for creating a rank according to the weights chosen by the DM for each 

objective function that should reflect its preferences. 

The calculation of distances is done according to equation (3.13). 

 

  ( )   ∑  
 

 

   

(
  
    ( )

  
    

  )

 

 (2.12) 

 

Where   is the number of criteria (objectives, in this case),   
  the best value for criteria 

  and   
   the worst value for criteria   and   ( ) the value of criteria   for individual  . 

The values of p define the norms and / or distances used, and as practical 

recommendation (Simonovic, 2009) the values of p are: 1, 2 and 100. The values of w should 

reflect user or DM preferences. In general a normalization criterion for w is adopted, for 

example, the sum of all w must be equal to 1. 

After defining the values p and w, the Ls distance values are calculated and a 

descending sorting of the solution is done according to the values calculated of Ls, i.e., the 

lower Ls the better the solutions rank. The compromise programming is used to aid in 

choosing the best (or more robust) compromise solutions of the non-dominated set generated 



41 

 

in a multi-objective analysis, when this is necessary or desired. Again, the better term here 

reflects the DM preferences expressed by the values of the weights (w) values provided for 

each objective. 

 

2.7.2 Graphical Visualization 

 

The graphical visualization of non-dominated set of solutions without any kind of 

transformation is only possible in of problems with up to three goals. But even with three 

objectives the visualization of non-dominated solutions can be difficult, since the 

computational tools available are still limited and the presentation and analysis of solutions in 

three-dimensional graphs is not always trivial. 

Some authors present methods for graphical visualization of the non-dominated set of 

solutions. Deb (2009) presents some of these methods: 

(i) Bar Chart: In this method the values of each objective are plotted as vertical bars in 

M sets of bars on the horizontal axis and are separated by a space. A typical example of this 

type of graph is shown in Figure 2.11. The values of each objective can be normalized and 

each solution presented in a different color. This method is inefficient for large number of 

solutions. 
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 Figure 2.11 – Bar chart example – Source: Deb (2009) 

 

(ii) Line Chart (Deb, 2009): In this method the values of objectives are plotted on the 

horizontal axis at position 1.2,..., M, where M is the number of objects, and values each for 

each solution are plotted on the axis and connected by lines. An example is shown in Figure 

2.12. 

 

 

Figure 2.12 – Line Chart  – Source: Deb (2009) 
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(iii) Star Coordinate: Mañas (1987) cited in Deb (2009) suggests that a circle is divided 

into equal parts corresponding to the number of objectives (M) of the problem. Thus the circle 

has M parts, which defines M radial lines connecting the center point to the edge of the circle, 

according to the example of Figure 2.13 with three objectives. Next, the author suggests 

plotting the points of each solution on these lines, and the center of the circle corresponds to 

the minimum value of each function and the maximum is plot at the end. These points (f1*, 

f2* and f3* in Figure 2.13) are connected defining a polygon, whose area defines the 

classification of the solution. Solutions with larger area are preferred over those with smaller 

area. The difficulty with this method is that each solution generates a graph, and thus in a 

problem with large number of solutions, the process of choosing the best one can be difficult. 

 

 

Figure 2.13 –Star Coordinate method 

 

The technique of 2D data projection using the Star Coordinate method is quite common 

(Shaik and Yeasin, 2006). Baltar (2007) proposed a method that calculates the projection of 

the solutions (regardless of the number of objectives) in a circle by calculating the centroids 

of the polygon defined by the coordinates of the projected objectives. Similar methodology 

was used in this report, with a small variation in the way of highlighting the best compromise 
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non-dominated solutions. This method was introduced in Decision Support System and is call 

Trade-off Graph (TG) and its use is exemplified in the applications of the algorithms. 

 

2.8 Performance Metrics 

 

The performance metrics are used to evaluate the performance of algorithms by 

comparing the results by applying them to standard test problems, of which the real Pareto 

front is known, although this is not a prerequisite for all of the metrics. The metrics presented 

are: a generation distance (GD), inverted distance indicator (IGD), spacing metric (SP), 

diversity index (DI) and Dominance Degree (DD). A good algorithm should get good results 

for all metrics, and a bad value for some of them may indicate some deficiency in determining 

the non-dominated solutions set. 

 

2.8.1 Generational Distance - GD 

 

This metric provides a measure of how close the set of tested solutions is to the Pareto 

front, Deb (2009). The metric formula is presented in equation (2.13) and a schematic with an 

example in presented in Figure 2.14. 

   
√∑   

  
   

 
 

(2.13) 

Where n is the number of solutions tested,    the distance between solution i and the 

nearest point of the known Pareto front. The lower the value of GD, the better the set of tested 

solutions. 
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Figure 2.14 – Generational Distance – GD metric schema 

 

2.8.2 Inverted Generational Distance - iGD 

 

This metric is similar to the GD, but measures the distance from the points of the known 

Pareto front to the points of the set of tested solutions and was proposed by Pulido et al. 

(2005). The metric formula is presented in equation (2.14) and a schematic with an example 

in presented in Figure 2.15. 

    
√∑    

  
   

  
  

(2.14) 

Where np is the number of solutions of the known Pareto front,     the distance 

between solution i of the known Pareto front and the nearest point of the test set. GD and iGD 

are complementary. 

 



46 

 

 

Figure 2.15 – Inverted Generational Distance – iGD schema 

 

2.8.3 Spacing Metric - SP 

 

This metric provides a measure of the spacing of the solutions set tested (Coello Coello 

et al., 2007 and Deb, 2009). The lower the value of SP, the better and more evenly spaced in 

the Pareto front solutions are. The metric formula is presented in equation (2.15) and a 

schematic with an example in presented in Figure 2.16. This indicator provides no 

information about the proximity of the solutions set tested to the real Pareto front, and thus it 

is not necessary to calculate this metric. 

   √
 

   
∑ ( ̅    )

  

   
 (2.15) 

Where n is the number of solutions of the test set,    the distance between the solution i 

and the nearest point on the known Pareto front and  ̅ the average of all   . The calculation of 

   is presented in equation (2.16). 
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Figure 2.16 – Space metric – SP schema 

 

2.8.4 Diversity Metric - ID 

 

This metric provides a measure of the distribution of non-dominated solutions tested 

against a known Pareto front (Deb, 2009). The lower the values of ID, the better the solutions 

are distributed on the non-dominated front. The metric formula is presented in equation (2.17) 

and the scheme with an example is shown in Figure 2.17. 

 

   
      ∑ | ̅    |

   
   

      (   )  ̅
 (2.17) 

Where n is the number of solutions of the test set,    the Euclidean distance between 

two solutions of the test set,  ̅ is the average of all   ,    and    are the distances of the 

extreme points of the test set to the extreme points known Pareto front. 
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Figure 2.17 - Diversity Metric – ID schema 

 

2.8.5 Dominance Degree - DD 

 

This metric provides a measure of how many solutions of the test set that are dominated 

by the known Pareto front (Deb, 2009). The lower the value of DD, the closer to the Pareto 

front of test set is. The metric formula is presented in equation (2.18) and a schematic with an 

example in presented in Figure 2.18. 

 

    
  

 
 (2.18) 

Where n is the number of solutions of the test set, nd the number of solutions in the test 

set that are dominated by the known Pareto front. 
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or  

Figure 2.18 – Dominance Degree – DD schema 

 

2.9 Constraint handling in MOEA 

 

Handling constraints within a MOEA represents a great challenge, particularly when 

dealing with real-world problems. Most real-world problems have constraints that need to be 

incorporated into MOEAs in order to avoid infeasible solutions. Water resources management 

usually have both “hard” (i.e., they must be satisfied) and “soft” (i.e., they can be relaxed) 

constraints. A classic example of a hard constraint on water systems is the mass balance in 

reservoirs. 

Deb (2009), Coello Coello et al. (2007) and Chakraborty et al. (2008) present a review 

of techniques used to handle constraints. A common technique is the penalty function, which 

adds a penalty to the objective function when a constraint is not met. This penalty must be 

multiplied by a coefficient with magnitude of about 100 times the value of the objective 

function, Deb (2009). The difficulty with this method is to define the values of these penalty 

coefficients, since incorrect values for the coefficients can lead to slow convergence of the 
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algorithm. 

Another technique to handle constraint, that proves to be very efficient and is preferred 

by these authors, is to favor solutions with lower infeasibility in the selection process (for 

single-objective EA) and on the non-sorting procedure, for the MOEA (Deb, 2009). 

 

2.10 Application of MOEA in water resource management 

 

Evolutionary algorithms have been widely applied in water resources management 

problems and GA is one of the most used, possibly because it was one of the first to be 

proposed. Baltar (2007), Nicklow et al. (2010) and Adeyemo (2011) present a comprehensive 

review of GA applications in water resources management systems. 

This report focus on multi-objective optimization and a simplified review of the 

application of MOEA is presented in Table 2.1, in descending order by year of publication. 

Some of the references listed describe the application to simplified water resources systems, 

where the analysis is usually performed considering a short time period of simulation, due to 

the complexity and difficulty of solving problems with multiple reservoirs using MOEA. 

 

Table 2.1 – Applications of multi-objective evolutionary algorithms in water resources 

References Description 

Regulwar et al. 

(2010) 

Application of a Differential Evolution (DE) algorithm for optimal operation of a 

single reservoir used for hydropower generation and irrigation. The constraints 

imposed to the problem were: maximum flows for hydropower generation, 

maximum irrigation flow, reservoir volume limitations and the monthly balance 

equation. DE/best/1/bin strategy produces better results than NSGA-II. 

Baltar (2007) 
Application of a Multi-objective PSO and NSGA-II to series of problems related 

to water resources management, including a simple reservation system. 
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References Description 

Reddy e Kumar 

(2007) 

Application of a multi-objective Differential Evolution algorithm for 

optimization of a water resource system. The comparison was made with NSGA-

II. The application of case study was done on a single reservoir system with a 

period of 12 months of simulation, and the objectives were: meet demand for 

irrigation and hydropower generation. 

Kim et al. (2006) 

Application of NSGA-II algorithm to a system of multiple reservoirs (3 in 

cascade) with optimization of two conflicting objectives of the Han River basin. 

Three different scenarios were analysed. In this study the penalty function was 

used to consider the constraints of the problem. The simulations were made for a 

period of 12 months. 

Reis et al. (2005 e 

2006) 

Application of genetic algorithms combined with linear programming for 

operation of a reservoir system considering multiple objectives. 

Yandamuri et al. 

(2005) 

Application of NSGA-II for optimization of the location for effluent discharges, 

considering multiple objectives: cost of treatment, even distribution of releases 

and performance measurement for check the violation of Max limit of dissolved 

oxygen. 

Tang et al. (2005) 
Review of the application of evolutionary algorithms for the calibration of 

hydrologic models, considering multiple objectives. 

Suen et al. (2005) 

Application of NSGA-II in the Dahan River Basin in Taiwan for multi-objective 

analysis. The objectives analysed were: demand for urban water supply and 

maintenance of downstream minimum flow (ecological flow) 

Prasad e Park 

(2004) 

Application of NSGA-II to the optimal design of water distribution networks. 

The objectives were: minimization of cost and maximize network reliability. 

 

2.11 Decision Support System - DSS 

 

Despite several decades of intensive research in the application of optimization models 

the system of reservoirs, authors such as Yeh (1985), Wurbs (1993) and Labadie (2004) have 

noted a large gap between theoretical advances and applications to real world problems. Some 

causes are appointed: 

 many reservoir system operators are skeptical about models purporting to 

replace their judgment and prescribe solution strategies and feel more comfort-

able with use of existing simulation models;  

 computer hard-ware and software limitations in the past have required 
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simplifications and approximations that operators are unwilling to accept; 

 optimization models are generally more mathematically complex than 

simulation models, and therefore more difficult to comprehend; 

 many optimization models are not conducive to incorporating risk and 

uncertainty; 

 the enormous range and varieties of optimization methods create confusion as to 

which to select for a particular application;  

 some optimization methods, such as dynamic programming, often require 

customized program development; and 

 many optimization methods can only produce optimal period-of-record solutions 

rather than more useful conditional operating rules 

Also according to Labadie (2004), many of the problems mentioned are being overcome 

with the use of optimization models integrated into Decision Support Systems (DSS), 

combined with advances in hardware and software for personal computers. 

According to Porto and Azevedo et al. (1997) and Porto et al. (2003), Decision Support 

Systems is a methodology to aid decision making based on extensive use of databases and 

mathematical models. The Figure 2.19 shows the typical structure of a Decision Support 

System. 
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Figure 2.19 – Typical structure of a Decision Support System, Source: Porto et al. (2003) 

 

2.11.1 AcquaNet DSS 

 

AcquaNet is a Decision Support System that uses a network flow algorithm for the 

simulation/optimization process. AcquaNet has a database that stores the input data of the 

models, as well as the results generated. AcquaNet has a modular structure incorporating 

mathematical models developed for analysis of different problems related to the use of water 

resources. This structure consists of modules for: water allocation, water quality assessment, 

water allocations for irrigation, hydropower production and economic analysis. The DSS is 

widely used in Brazil for water resource management (Porto et al., 2003 and 2005). 

AcquaNet’s user interface allows the user to build the entire topology of the problem is 

formulated using only the mouse and a series of icons (representing reservoirs, canals, we 

pass, etc.). 

 

2.11.2 ModSim DSS 

 

ModSim DSS is another Decision Support System containing a graphical interface that 

enables the user to create the topology the represents it’s problem in a generalized way 

s

im 
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(Labadie, 2010). The topology, as well as in AcquaNet, is built in network flow 

representation, and data is stored in files that play the role of the database. ModSim also uses 

an efficient networkflow optimization algorithm called Relax IV that combines simulation 

with optimization to determine optimal flows on the arcs of the network. 

 

3 Methodology 

 

In this session the two algorithms developed for multi-objective analysis MoDE-NS 

(Multi-objective Non-dominated Sorting DE) and MoPSO-NS (Multi-objective Non-

dominated Sorting PSO) are described. The NSGA-II has also been translated into the 

programming language used, but its original characteristics were preserved, except for 

random number generation. A common framework for manipulation of populations and non-

dominated solutions based on NSGA-II is used, allowing the three algorithms to be integrated 

into an optimization library, detailed in the item below. 

First, the non-dominated sorting procedure, the diversity operator mechanisms, and the 

constraint s handling scheme used in the algorithms are described. Then the algorithms are 

described, including NSGA-II as well as the Decision Support System. Finally, the 

methodology for the visualization of non-dominated solution set is presented and the 

integration with the Decision Support Systems as AcquaNet DSS and ModSim DSS is 

discussed. 

The computer codes were developed in C # (C sharp) that is very efficient in terms of 

time processing and memory usage. 
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3.1 Non-dominance Sorting and Diversity 

 

For multi-objective version of the GA over the methodology used is the classification of 

Pareto front, originally proposed by Golbert (1989), also known as the non-dominated sorting 

procedure - NS. This method, also known as the non-dominated sorting procedure - NS, 

shown in Figure 3.1, consists of sorting the solutions and assigning each one a rank according 

to their "dominance", i.e. the first non-dominated solutions receive rank 1 and are removed 

from the population. Once these non-dominated solutions are removed, the next non-

dominated solutions are given a rank value 2, and this process is repeated until the entire 

population is classified. This procedure is used in NSGA-II and has been extended to the two 

algorithms developed here, the MoDE-NS and MoPSO-NS. 

 

 

Figure 3.1 – Non-dominated solution ranking schema 

 

To maintain the diversity, the Crowding Distance (CD) is used, which calculates the 

density of points around each solution, as in Figure 3.2. This operator is used to determine 
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whether a solution will be part of the next generation, i.e., it is used as criteria for sorting set 

of solutions with the same rank. The CD is calculated according to equation (3.1) that is 

applied to each solution in the population. 

 

  ( )  ∑
  (   )    (   )

  
    

  

 

   

                 (3.1) 

 

Where k is the individual who belongs to the subset of solutions at each level (  ) and 

m is the number of fronts that exist in the sorted population j the index of the objective 

function (OF), n the number of objectives,    the value of the OF,   
 
 e   

  
, are respectively 

the best and worst value for the subset of solutions. 

 

Figure 3.2 – Crowding Distance calculation schema 

 

3.2 Algorithms Description 

 

In this section the developed algorithms MoDE-NS and MoPSO-NS are described, 
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which use two sets of populations (parents and child, or offspring) as in NSGA-II. Moreover, 

the elitism and diversity mechanisms used are those described above: the non-dominated 

sorting procedure (NS) and crowding distance (CD). 

NSGA-II was implemented in the same structure of the MoDE-NS and MoPSO-NS, to 

compose the so called optimization library, however, its original features were maintained. It 

was used a benchmark and validation for MoDE-NS and MoPSO-NS, in both test problems 

and water resources problems. 

The structure used is composed by two pairs of populations with size N. The main 

population, called Pt always contains the non-dominated solutions and the solutions whit 

lowest (best) rank, using methods described above. Thus, there is no need to maintain an 

external file for non-dominated solutions as suggested by some authors for MOEA based in 

DE and PSO. The second population, called Qt, is used to store the offspring (child) 

population in each generation. 

Each generation of AEM at least 6 common steps are executed: 

1. Generation of initial population: P0; 

2. Non-dominance sorting and CD assigning for P0; 

3. Generation of offspring population (Qt): at this step is the reproducing schemes are 

used NSGA-II, MoDE-NS or MoPSO-NS and determine the efficiency of the 

result. 

4. The two populations are merged Pt U Qt: Rt; 

5. Non-dominance sorting and CD assigning to the set Rt; 

6. Selection of new population P (t +1) 

The steps described above are the basic algorithms and presented schematically in the 

flowchart in Figure 3.3 and a pseudo code that is shown in Figure 3.4. Note that at the end of 

the optimization process, the non-dominated sets of solutions are stored in population P (t +1). 
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Although this population may contain more than one front, and thus, only solutions with rank 

1 (non-dominated solutions) will be considered on the result analysis. 

 

 

Figure 3.3 – Procedure for MOEA developed 

 

Although simple, this structure proved to be very efficient for the MoDE-NS and 

MoPSO-NS. In following items the process of generating the offspring population Qt for of 

each algorithm, as well as their characteristics and specificities are presented. We can note at 

this point, that the difference between the three algorithms is the way that Qt population is 

generated, which is a determining factor in the quality of results. 

 

Generation of initial population: P0 

Non-dominated sorting and CD assigning to (P0) 

While i < GerMax  

{ 

    Generation of Q(t) 

    Merge P(t) U Q(t) = R(t) 

    Non-dominated sorting and CD assigning to(Rt) 

    Selection of P(t+1), rejecting Rt – P(t+1) 

} 

End – P(t+1) stores the non-dominated solutions with better rank. 
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Figure 3.4 – Pseudo code of MOEA developed 

 

3.2.1 MoDE-NS 

 

For the MoDE-NS algorithm developed the most important operators for Multi-

objective optimization where used, as well as most of DE strategies for generation of te 

offspring population. A self-adaptive schema for DE’s control parameters F and CR is also 

used. A mutation procedure on the offspring population is include on MoDE-NS as well as 

and different elitism selection procedure is tested. These aspects are discussed below. 

For the MoDE-NS algorithm the main strategies existing in DE were implemented for 

the generation of the offspring population Qt from parent Pt. The multi-objective version has 

some peculiarities compared to the single-objective version, which are related to the choice of 

the vector α of the DE strategies (DE/α/β/γ). In the developed MoDE-NS, the vector α of the 

considered strategies can be: rand (random), best, rand-to-best and current-to-best as in Table 

3.1, that shows how the vector      if calculate for each strategy, Chakraborty (2008). 

 

Table 3.1 – MoDE-NS strategies 

Strategy Mutation Vector     . 

DE/rand/β/γ             ∑ (      (   )         (   )  )
 

   
 

DE/best/β/γ               ∑ (      (   )         (   )  )
 

   
 

DE/rand-to-best/β/γ             ∑ (               (   )  )
 

   
 

DE/current-to-rand/β/γ            (           )   (          ) 
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In MoDE-NS the criteria used for selecting individuals vary as follows, depending on 

the choice of strategy: 

 Strategies of type DE/rand: an individual is chosen at random from the population 

Pt and used in the generation of mutation vector. 

 Strategies of type DE/best: in multi-objective analysis there is no concept of global 

best. Thus, for this type of strategy is adopted the following criteria: two 

individuals with the same rank are randomly chosen, and the dominated individual 

is then chosen as        . 

 Strategies of type DE/current-to-rand: in this strategy the vector used to generate 

     is the      vector, regardless of their rank in the population Pt, that means that 

all individuals are used to generate the offspring population. 

The values of β can be 1 or 2, for β = 1, we have the combination of two vectors 

            and for β = 2, two additional vectors are combined            . 

The value of γ indicates binomial (bin) or exponential (exp) crossover. The choice 

between them is not very important in the optimization process. The exponential crossover is 

similar to the two point crossover of GA and the binomial similar to uniform crossover. This 

step if performed after the mutant vector      is generated, generating the so-called test vector 

     as in equation (3.2). 

 

            {
                 (   )                 

                                                               
 (3.2) 

 

The last step for the generation of offspring vector is to check if the value of O.F. test 

vector      is better than the original vector     ,  (    )   (    ). However, in multi-

objective analysis the O.F. comparison is not possible, the vector      is accepted to be part of 
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the new generation Qt 

However, to bring the selection criteria from DE to MoDE-NS, a parameter that can be 

set by the user was included. This parameter controls if the algorithm should accept the test 

vector      only if it dominates    ,, as in equation (3.3). In practice this mechanism was not 

efficient, although no negative impact on processing time was noticed. This process is called 

“Selection Elitism”. 

 

     {
                                         
                                          

                (3.3) 

 

A second mechanism was introduced on DE basic parameters F and CR. User can 

define them as (i) fixed, (ii) variable with the number of generations between a minimum and 

maximum values (self-adaptive with linear growth) or (iii) as random within a defined range. 

In practice the linear variation (ii) presented the best results. 

Finally, an additional mechanism of Non-Uniform mutation was used, whose mutation 

rate decreases with the increasing of the number of generations, according to equation (3.4) 

(Deb, 2009 and Coello Coello et al., 2010). This mechanism is important to improve the 

diversity and the results may be slightly better, and it is represented by PMNu (non-uniform 

mutation probability) in the DSS. 

 

         (   )  

  (  
 

       
)
 

 

            {
        (         )               (   )          

                                                                                  
 

(3.4) 
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where   takes 1 or -1 with 50% of changes for each 

 

Where Δ is the factor that is applied to each variable within the upper and lower bounds: 

(         ).      is offspring population generated from     , g the current generation, 

MaxGer the maximum number of generations, and b is a fixed parameter, whose value 

adopted was 5, so that for values of g close to the maximum number of generations the factor 

Δ is very close to zero. The probability of mutation defines the percentage of the population 

that suffer mutation. It is possible to notice that Δ is very close to zero for values of g close to 

the maximum number of generations. 

To better understand the steps of MoDE-NS to generate the offspring population Qt 

from the parent population Pt are detailed in flowchart shown in Figure 3.5. Qt * is used in the 

flowcharts to represent an intermediate population (which can suffer mutation before it 

becomes final population Qt), but for practical purposes, it is always represents the same 

variable (data structure) in the algorithm. 

 



63 

 

 

Figure 3.5 – Offspring population generation schema for  MoDE-NS 

 

Table 3.2 presents the parameters for MoDE-NS. This table also shows the 

recommended values, results of experiments with test problems and application to water 

resources problems. These parameters in the can be configured in the DSS on a specific 

screen as presented in Figure 3.6. 

 

Table 3.2 – MoDE-NS Parameters 

Parameter Description Recommended Value 

Strategy 
Offspring population strategy 

Generation 
current-to-rand/1/bin 

F Mutation Factor  0.4 – 0.6 

CR Crossover rate 0.8 – 1,0 

Parameters variation type 

Parameters (F, CR) variation 

type: {Constant, Linear, 

Random} 

Linear 



64 

 

Parameter Description Recommended Value 

Use PMNu 
Set the use of non-linear 

mutation: {Yes, No} 
Yes 

PMNu Value of PMNu to be used Min(1/N. Var.; 0.01) 

Elitism Selection 
Set the use of Elitism for 

Selection procedure: {Yes, No} 
No 

 

 

Figure 3.6 – MoDE-NS parameter configuration screen 

 

3.2.2 MoPSO-NS 

 

As in MoDE-NS, MoPSO-NS was developed incorporating the state-of-the-art 

mechanisms for the generation of the offspring population. The algorithm developed here also 

uses the same schema of maintaining two populations as in MoDE-NS, that is not very 

common to algorithms derived from the PSO. Many authors use an external file to store the 

non-dominated solutions (Coello Coello, 2007). 

The PSO algorithm, the update procedure of the velocity and positions of the particles 

(variables), used in addition to the basic parameters, the information of the best position of 

each individual and the individual with the best global O.F. value. Naturally as in MoDE-NS, 
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there no exist global optima concept in MoPSO-NS, and therefore there is the need to adopt a 

criterion for the selection of the individual that plays the rule of best global. 

As in MoDE-NS the non-dominated solutions with better rank according to the no-

dominated sorting procedures, are stored in the parent population Pt. MoPSO-NS selects two 

individuals at random from Pt, which are compared with respect to their dominance and the 

winner is chosen as leader or best global solution. An elitism mechanism was introduced in 

MoPSO-NS, so that only those solutions with a level 1 are candidates for selection of the 

individual who has the best overall paper, Pg(t) of equation (3.5). This mechanism is 

controlled by a parameter that was called “Leader Elitism”. If the parameter is not set by user, 

all individuals in the population Pt is likely to be chosen. 

To store the local best individual for each position i of the population a simple list is 

used, which is updated using the dominance concept. This process works as follows: initially 

the offspring population is generated and the values of objective functions are updated. Once 

this process is finished the update the local best (Pbi(t) of equations (3.5)) is performed, by 

comparing it with the new generated. If the new individual dominates Pbi(t), it takes place of 

the old one. 

 

  (   )      ( )        [   ( )    ( )]        [  ( )    ( )] (3.5) 

  (   )    ( )    (   ) (3.6) 

 

An additional mutation operator was used in the MoPSO-NS to maintain the diversity of 

the population. This is exactly the same mechanism applied to MoDE-NS as described above 

and equation (3.4). 

Figure 3.7 presents the flowchart of the MoPSO-NS to generate the offspring 

population. 
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Figure 3.7 – MoPSO-NS Flowchart 

 

Table 3.3 presents the parameters required for the MoPSO-NS. This table also present 

the recommended values by the authors, results of experiments with test problems and 

application problems in water resources studies. These parameters in the DSS can be 

configured in a specific screen, as Figure 3.8. 

 

Table 3.3 – MoPSO-NS parameters 

Parameter Description Recommended value 

W Inertia coefficient 0.40 – 0.10 

C1 PSO c1 Constant 0.30 – 0.60 

C2 PSO c2 Constant 0.50 – 0.80 

Parameters Variation type 

Parameters (w, c1, c2) variation 

type: {Constant, Linear, 

Random} 

Random 

Use PMNu 
Set the use of non-linear 

mutation: {yes, no} 
Yes 
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Parameter Description Recommended value 

PMNu Value of PMNu to be used Min(1/N. Var.; 0.05) 

Leader selection Elitism 

Set the use of Leader selection 

(Best Global Particle): {Yes, 

No} 

Yes 

 

 

Figure 3.8 –MoPSO-NS dos Parameters configuration 

 

3.2.3 NSGA-II 

 

In NSGA-II, GAs operators are used for generation of the offspring population (Qt) 

from the parent population Pt. These operators are: selection, crossover and mutation. 

For the selection process, two pairs of individuals are randomly chosen and compared 

for their dominance. The dominant individuals are the winners and used for crossover 

process. In NSGA-II, SBX crossover is used (Deb, 2009). 

After crossover, a polynomial mutation is performed, Deb (2009). This mutation 

process is similar to the non-uniform mutation process described and used in MoDE-NS and 

MoPSO-NS, with the difference that the value of the mutation does not decrease with the 
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increase in the number of generations. The flow chart of NSGA-II is shown in Figure 3.9. 

 

 

Figure 3.9 –NSGA-II Chart flow 

 

Table 3.4 presents the parameters required for NSGA-II. This Table also presents 

recommended values by the authors, results of experiments with test problems and application 

problems in water resources problems. These parameters in the DSS can be configured in a 

specific screen, as in Figure 3.10. 

 

Table 3.4 –NSGA-II Parameters 

Parameter Description Recommended Value 

Crossover Prob. Crossover Probability 0.90 

Mutation Prob. Mutation Probability Min(1/Num.Var; 0.05) 

SBX Mutation Index SBX Mutation Index 20 

SBX Crossover Index SBX Crossover Index 20 
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Figure 3.10 –Parameters do NSGA-II configuration Screen 

 

3.3 Constraint handling and dominance 

 

In the development of an AE is common for restrictions to be considered as penalties in 

the OF, as presented in the previous item. This method was not efficient for the problems 

analyzed in this report, and for this reason the methodology proposed by Deb (2002) was 

used. This methodology consists of: (i) the restrictions for each individual of the population is 

evaluated; (ii) this value of constraints is used as the first criteria for comparing two 

individuals as their dominance, ie, the individual with lower constrain violation will dominate 

the other. In case constraint violation is zero, the dominance is checked only by the value of 

OF. 

 

3.4 Algorithms Complexity 

 

It is common to use the absolute execution time (in milliseconds, seconds, minutes, etc) 

to measure the efficiency of an algorithm. But time is not an appropriate measure as it 
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depends on the configuration of the computer on which it runs. 

Thus, the analysis of the complexity of an algorithm is important to check its relative 

efficiency. The complexity is determined by the number of operations the algorithm performs 

for the number of input parameters. The interest is always in the worst case, when the 

algorithm requires the largest number of iterations (N) to reach the optimal solution. 

The notation  ( ) is commonly used in the complexity analysis and indicates the 

asymptotic behavior of an algorithm (speed at which the number of operations tends to 

infinity), ie when    . Assuming two algorithms: 

 Algorithm 1:       . N operations. 

 Algorithm 2: N +1000 operations. 

The first algorithm grows with   , while the second algorithm with N, so the notation 

used is  (  ) and  ( ), respectively. 

The first MOEAs as the NSGA, NPGA and MOGA had complexity  (   ), where M 

is the number of objectives and N the population size. The second generation that includes the 

state of the art in MOEAs already has lower complexity, which is the case of the NSGA-II, 

SPEA 2 and others. The complexity of these, in the worst case is  (   ), and the large 

computational effort is associated with the non-dominated sorting procedure. 

Both developed algorithms: MoDE-NS and MoPSO-NS have the same complexity of 

NSGA-II, ie,  (   ). Thus it is expected that the runtime is very similar for the three 

algorithms, which a comparison is made in the application of test problems. Differences in 

processing time are related to the way how the offspring population Qt is generated. Thus, as 

the processing time of algorithms is proportional to the square of population size, it is 

desirable that it should be adopted as small as possible, remembering that the suggested value 

in the literature is 10 times the number of variables. This suggestion, however, should not be 

adopted indiscriminately, since problems with many variables would also a very large 
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population and therefore requiring high processing time. As a practical recommendation, 

based on results of the test problems and case studies, it is suggested to use a population size 

of 2.5 to 5 times the number of variables. The higher the number of constraints, the higher the 

population should be. 

 

3.5 Decision Support System for Multi-Objective Analysis 

 

A Decision Support System was developed for application and validation of algorithms 

using test problems and water resource problems. The main purpose is to use the system in 

the management of water resources systems with the possibility of integration with decision 

support systems such as AcquaNet and ModSim DSS, although it can be applied to any multi-

objective analysis problem in a generalized way, in various fields of engineering. Figure 3.11 

a flowchart for analyzing a multi-objective problem and the main screen is shown in Figure 

3.12. The optimization library consists of the algorithms described above (MoDE-NS, 

MoPSO-NS and NSGA-II) and is used in the optimization step, Step 5, as Figure 3.11. 
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Figure 3.11 – DSS Flowchart 

 

The system consists of two modules: (i) the algorithms library and (ii) the user interface 

(UI) (Figure 3.12). The algorithms library works independently of the UI, allowing it to be 

used and applied to other optimization or simulation systems, for example, Smap, AcquaNet 

DSS, ModSim DSS, and others. In addition to the graphical user interface, the system has a 

database manager, which allows the user to save the problems analyzed. All information 

relating to the problems is stored, including data and the parameters of the algorithms. 

The Decision Support System and the steps for analyzing a multi-objective problem are 

described below. 
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Figure 3.12 – DSS – Main Screen 

 

1 - Problem Definition: the first step is defining the problem, and here should be 

provided the number of variables and their limits (upper and lower), the number of objectives, 

their names and the type (maximization or minimization), as Figure 3.13. This screen is also 

chosen optimization algorithm to be used. 

 

 

Figure 3.13 – Problem Setup 
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2 – Data: data can be set directly on the spreadsheets, Figure 3.14, or imported from 

Excel file. The data is then available for use in the definition of objective function (OF) (Step 

4). It is interesting to note that any type of data can be entered, however, only the numerical 

data can be considered in defining the OF. On the definition of the objective function the 

access to data is possible by providing the index of the Table, and location of cell: row and 

column number, using the following convention: Tabi[Row, Column]. For example, in Figure 

3.14 the value 808.04 is stored in the variable Tab1[7.7]. This feature gives an interesting 

aspect to the system, since data of any kind can be stored, including text, observations, etc. 

 

 

Figure 3.14 – Data setup for multi-objective analysis 

 

3 - Algorithms parameters: in this item is set the parameters of the algorithms can be 

changed, as well as population size and the maximum number of generations, as in Figure 

3.15. The suggested parameters are should provide a good performance of the algorithms, and 
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usually don’t need to be changed.  

 

 

Figure 3.15 – Algorithms configuration 

 

4 - Definition of objective function: this item defines the objective function of the 

problem. For this, two programming languages are available to the user: VB.Net and C #, as 

presented in Figure 3.17. The ability for the user to define the function freely gives the system 

great flexibility for analysis of multi-objective problems. In fact, users with knowledge of 

programming languages can build extremely complex and complete models with the use of 

additional classes. Unlike languages such as VBA Script, the equation of the objective 

functions and classes defined, are compiled (in memory) by the system before starting the 

optimization process. This ensures that the processing time is much smaller than with 

scripting languages. 

In this step the data defined in Step 3 can be used. Assuming a very simple multi-

objective problems as in equation (3.7) and assuming that in the data spreadsheet, was 

assigned the number 5 to cell with position (row = 1 column = 1). This problem, with two 

objectives and two variables can be easily written as Figure 3.16 and Figure 3.17, where X is 



76 

 

the vector of variables and FO the vector of Objective Functions. 

 

            ( )     

            ( )  
    
  

 

(3.7) 

 

 

Figure 3.16 – Objective Function for problem with tow objectives 

 

 

Figure 3.17 – Objective function definition 

 

5 - Optimization: after setting up the problem, defining the number of objectives and 

variables, definition of objective functions and parameters of the algorithms, the optimization 

process can be started, and a progress window is display with the number of generations 
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completed and simulation in progress, as in Figure 3.18. 

 

 

Figure 3.18 – Optimization progress 

 

6 - Visualization and analysis of results: Data visualization can be made directly by 

analyzing the graph of non-dominated solutions, Figure 3.19, using the Trade-off Graph (TG) 

and by Tables containing complete results (objective functions and variables associated with 

each solution). Trade-off Graph (TG) is presented below and is an interesting way to visualize 

graphically the non-dominated solutions even higher number of objectives. 

 

 

Figure 3.19 –Results visualization 



78 

 

 

Non-dominated solutions visualization – Trade off Graph - TG 

 

For visualization of the non-dominated set of solutions a graphical tool was created 

called Trade-off Graph (TG), the is based on the ICC method (Interactive Compromise 

Coordinate Method) proposed by Baltar (2007). Although the equation presented for our TG 

is different from the ICC, the final result is very similar, since both methods use normalized 

values of the objective functions for the projection using Star Coordinate method. Baltar 

(2007) suggests the equation for a circle of radius = 0.5 and center at (0.5, 0.5). The equation 

presented below considers a circle of radius = 1 and center at (0, 0) and was based on the Star 

Coordinate Method (Mañas 1987 apud Deb, 2009). 

In the TG, the non-dominated solution set is presented in a two-dimensional graph, 

regardless of the number of objectives and solutions with highest rank (top 10, based on rank 

provided by compromise programming method) are highlighted. 

Initially all values of the objective functions are normalized in the range 0 to 2 (because 

the diameter of the circle is 2). The calculation, according to equation (3.8) produces a value 

 (   )  for each objective of each solution. 

 

 (   )    
     ( )   (   )

     ( )       ( )
                             (3.8) 

Where M is the number of objectives, N the size of te population, P the set of non-

dominated solutions, BestP and WorstP are, respectively the best and worst values of 

objective i. 

For the TG, it is assumed a circle of radius 1 (one), with center at coordinates (0.0, 0.0), 

and divided into M parts, where M is the number of objectives. For each objective an extreme 

point on the edge of the circle is calculated which corresponds to the maximum normalized 
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value of that objective. The radial lines that connect the center to the extreme points are 

separated by an angle θ calculated according to the number of objectives. The angles and the 

coordinates   ,    are calculated according to equation (3.9). Taking an example of a 

problem with three objectives, it is possible to calculate the extreme points as presented in 

Table 3.5, and the graph of Figure 3.20. 

 

  
   

 
 

       (
 

 
   (   ))                   

       (
 

 
   (   ))                   

(3.9) 

Where M is the number of objectives 

 

Table 3.5 – Objective Function coordinates for 3 Objectives 

Objective i         

f1 0 0.00 1.00 

f2 1 0.87 -0.50 

f3 2 -0.87 -0.50 

 

 

Figure 3.20 – Schema for circle used to project non-dominated solutions 
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The next step is to determine the position of each point corresponding to the objectives 

of each solution. Thus for every objective of all solutions a pair of values (x, y) will be 

obtained and that will generate a polygon. These pairs of values are calculated according to 

equation (3.10). 

 

 (   )        (   )
                               

 (   )        (   )
                               

(3.10) 

where M is the number of objectives and N is the population size. 

 

From the pairs of values of x, y calculated from equation (3.10), which form a polygon 

of M vertices, we can calculate the coordinates of the centroid xP, yP as equation (3.11) for 

each non-dominated solution. A schematic example is shown in Figure 3.21. 
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(3.11) 

Where M is the number of objectives and N the population size, A is the area, x and y 

the coordinates of the points of the polygon, .xP and yP the centroid coordinates. 
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Figure 3.21 – Schema for centroid calculation for a non-dominated solution 

 

An example of the TG is shown in Figure 3.22, where in (a) is presented a 3D-graph 

with wit the set of non-dominated solutions plotted in 3 dimensions (3 objective problem) and 

(b) presents the graph according to the proposed methodology. 

 

After calculating the positions of each solution, Compromise Programming is applied to 

define the best solutions (or most robust) based on weights (α) provided by the user. Initially 

the value of    as equation (2.12) is calculated for each solution using the values of p = 1, 2 

and 100, that is, each solution is assigned a value                that defines a ranking 

               from 1 to N (population size). Finally the average of Ri defines the final 

ranking of each solution, also from 1 to N. Once classified, the 10 best solutions are 

highlighted in the TG in another color (green), according to the example of Figure 3.22 and 

Figure 3.23. In this example the values of the weights used for each objective was 0.5. 
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(
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Where M is the number of objective,   
  the best value for objective   and   

   the worst 

value for objective  , N the population size. 

 

 
 

(a) (b) 

Figure 3.22 – Example of Trade-off Graph (TG) usage 

 

 

Figure 3.23 – Result screen of the developed DSS 



83 

 

 

3.6 DSS Integration with AcquaNet and ModSim 

 

As described above, AcquaNet and ModSim DSS are very efficient to solve linear 

problems that can be represented as networkflow. Therefore, it is natural to consider an 

integrated analysis between MOEAs and networkflow algorithms. Another interesting feature 

of both DSSs is that they are powered by and user interface that allows user to easily build a 

network using graphical elements that represent Reservoirs, Demands, tunnels, channels, 

rivers.  

There are two ways to integrate the proposed DSS to AcquaNet and ModSim: 

1. Using the AcquaNet or ModSim as a tool to aid user or Decision Maker (DM) to 

build the network flow that represents the water resource problems and then 

importing it in the DSS to define the multi-objective model. AcquaNet and 

ModSim store the network in a database, which can be then imported into the 

DSS and all information will available in the datasheets. Each network element 

is imported as a Table in the datasheets. The user can thus use the information 

and define the objective functions using the data imported from AcquaNet and 

ModSim. The Figure 3.24 shows the flowchart of the suggested integration of 

AcquaNet / ModSim with the DSS described in this report, by importing the 

network flow. 

2. Using AcquaNet/ModSim for the simulation / optimization process: the DSS 

engine makes use of the result of the network flow algorithm Out-of-Kilter of 

Relax IV to evaluate of the objective functions of the multi-objective model. An 

example of this application is presented in the Case study 3, with details of their 

limitations, advantages and disadvantages. 
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Figure 3.24 – Flowchart of Integration between the DSS and AcquaNet / ModSim DSS 

 

4 Application and Results  

 

The application of the developed algorithms (MoDE-NS and MoPSO-NS) and NSGA-II 

was made on standard test problems for verification and validation. Five common tests 

problem were used: Kursawe, Kita, ZDT1, DTLZ5 Viennet and 4, described below. These 

tests are non-linear problems with non-convex and non-continuous optimal Pareto front. 

The algorithms are also applied to two problems related to water resources, one with 

restriction only on the decision variables (calibration of hydrological rainfall-runoff model, 

Smap) and an optimization problem of a series of reservoirs that are Cantareira System, 

responsible for part of the water supply for the city of São Paulo. 

The application to Smap was performed with 2 and 5 objectives for performance 
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verification of algorithms, especially with larger number of objectives, and the use the Trade-

off Graph. 

In Cantareira System three different cases were analysed. Initially, an analysis was done 

using only MOEAs with two pairs of conflicting objective functions. Then the application 

was made to the same system, but using the integration MOEAs and networkflow algorithms. 

Finally in Case 4, an application was made considering only one of the reservoirs and using 3 

objectives. The values of the parameters for the algorithms used in all applications of this 

chapter are presented in Table 4.1. The population size and generation number is indicated in 

each case analyzed. 

 

Table 4.1 – Parameters used on MOEAs for Test Problems 

Solver Parameter Value 

MoDE-NS 

Strategy DE/current-to-rand/1/bin 

Cr 0.40 to 0.60 

F 0.80 to 1.00 

PMNu 0.01 

Elitism Selection No 

MoPSO-NS 

W 0.40 – 0.10 

c1 0.30 – 0.60 

c2 0.50 – 0.80 

PMNu 0.05 

Leader selection Elitism Yes 

NSGA-II 

Mutation Probability 0.90 

Crossover Probability 0.05 

SBX Mutation Index 20 

SBX Crossover Index 20 
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4.1 Test problems application 

 

For the test problems 10 simulations were performed with population size of 200 

individuals and 250 generations. In test Viennet 4 a population of 1,000 individuals and 1,000 

generations where used, so that the non-dominated set of solutions have better coverage of the 

Pareto-optimal front. The results are compared with those available in the literature for 

verification of non-dominated solutions obtained and the validation of algorithms. Of the five 

problems, three of them have two objectives (Kursawe, Kita and ZDTL1) and the other two, 

three objectives (DTLZ5 and Viennet 4). 

 

4.1.1 Test 1 – Kursawe’s Test 

 

This problem was proposed by Kursawe (1996) and was used by authors such as Deb et 

al. (2002), Baltar (2007), Coello Coello et al. (2007), among others. 

This problem, presented in equation (4.1)has three decision variables and two objective 

functions, with the variables in the allowed range of -5 to 5, with no other restrictions. The 

search space of this problem and is non-convex, and Pareto-optimal front is discontinuous, 

having three sets of non-dominated solutions. 

 

           (        )  ∑(      (    √  
      

 ))

 

   

 

           (        )  ∑(|  |
        (  

 ))

 

   

 

(4.1) 

Where n = 3 subject to: 
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The test results are presented in Figure 4.1, Figure 4.2 and Figure 4.3, for the algorithms 

NSGA-II, MoDE-NS and MoPSO, respectively. These graphs present all non-dominated 

solutions obtained for 10 simulations. The graphical comparison shows that the algorithms 

NSGA-II and MoDE-NS, was performing better than MoPSO-NS. Performance indicators are 

presented in Table 4.2 and indicate that the MoDE-NS had better overall performance, 

although the results are very close. 

 

 

Figure 4.1 – Result for Kursawe’s Test – NSGA-II 
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Figure 4.2 – Result for Kursawe’s Test – MoDE-NS 

 

 

Figure 4.3 – Result for Kursawe’s Test – MoPSO-NS 

 

Table 4.2 – Metrics for Kursawe’s test problem 

Solver Metric GD iGD ID DD SP Time (ms) 

MoDE-NS Mean 0.00094 0.00087 0.517 0.340 0.094 675 
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Solver Metric GD iGD ID DD SP Time (ms) 

Median 0.00094 0.00088 0.519 0.328 0.095 671 

Max 0.00100 0.00090 0.538 0.450 0.106 686 

Min 0.00089 0.00083 0.487 0.280 0.083 655 

DP 0.00004 0.00002 0.014 0.054 0.007 10 

MoPSO-NS 

Mean 0.00119 0.00081 0.415 0.559 0.049 596 

Median 0.00121 0.00080 0.420 0.563 0.048 593 

Max 0.00130 0.00084 0.435 0.635 0.057 608 

Min 0.00097 0.00078 0.386 0.460 0.042 577 

DP 0.00011 0.00002 0.014 0.047 0.005 10 

NSGA-II 

Mean 0.00090 0.00091 0.545 0.321 0.096 785 

Median 0.00092 0.00090 0.543 0.318 0.095 780 

Max 0.00098 0.00104 0.563 0.380 0.104 796 

Min 0.00080 0.00085 0.524 0.255 0.089 780 

DP 0.00006 0.00005 0.012 0.039 0.005 8 

DP is the Standard deviation, ms is time in milliseconds 

 

4.1.2 Test 2 - Kita’s Test 

 

This problem was proposed by Kita et al. (1996) and is shown in equation (4.2), has two 

decision variables and two objective functions, with the variables in the allowed range of 0 to 

30, and three additional restrictions. This test has been used by Coello Coello et al. (2007). 
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Subject to: 

 

 
      

  

 
   

 

 
      

  

 
   

            

            

(4.2) 

 

The test results are presented in the graphs in Figure 4.4, Figure 4.5 and Figure 4.6 for 

the algorithms MoDE-NS, MoPSO-NS and NSGA-II, respectively. These graphs present all 

non-dominated solutions obtained for 10 simulations. This problem has three constraints, 

which are common in the water resources problems. Thus, it is likely that an algorithm with 

good performance in this test, you will have good results in more complex systems analysis. 

In this test the MoDE-NS and MoPSO-NS outperformed NSGA-II, as metrics presented in 

Table 4.3. The MoDE-NS also performed better on two metrics (GD, DD) while the MoPSO-

NS was better in the other three. 
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Figure 4.4 – Non-dominated solutions for Kita’s test problem – MoDE-NS 

 

 

Figure 4.5 – Non-dominated solutions for Kita’s test problem – MoPSO-NS 
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Figure 4.6 – Non-dominated solutions for Kita’s test problem – NSGA-II 

 

Table 4.3 – Metrics for Kita’s test problems 

Solver Metric GD iGD ID DD SP 
Time 

(ms) 

MoDE-NS 

Average 0.00048 0.00071 0.617 0.167 0.103 672 

Median 0.00047 0.00071 0.613 0.165 0.103 671 

Max. 0.00064 0.00074 0.664 0.260 0.112 686 

Min. 0.00036 0.00068 0.580 0.125 0.093 655 

S.D. 0.00008 0.00002 0.027 0.037 0.005 11 

MoPSO-NS 

Average 0.00053 0.00061 0.425 0.312 0.053 733 

Median 0.00045 0.00061 0.420 0.310 0.053 733 

Max. 0.00132 0.00067 0.475 0.370 0.058 749 

Min. 0.00040 0.00056 0.389 0.260 0.046 718 

S.D. 0.00028 0.00003 0.023 0.036 0.003 7 

NSGA-II 

Average 0.00213 0.00079 0.728 0.180 0.101 660 

Median 0.00074 0.00079 0.722 0.180 0.101 655 

Max. 0.00972 0.00084 0.802 0.235 0.106 671 

Min. 0.00045 0.00073 0.671 0.125 0.098 655 
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Solver Metric GD iGD ID DD SP 
Time 

(ms) 

S.D. 0.00294 0.00003 0.038 0.040 0.003 8 

DP is the Standard deviation, ms is time in milliseconds 

 

4.1.3 Test 3 – ZDT1’s Test 

 

This problem was proposed by Zitzer et al (2001) and is presented in equation (4.3) has 

thirty decision variables and two objective functions, with the variables in range from 0 to 1, 

without further restrictions. 
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(4.3) 

 

The test results are presented graphically in Figure 4.7, Figure 4.8 e Figure 4.9, for 

MoDE-NS, MoPSO-NS and NSGA-II algorithms, respectively. The results show a good fit of 

the three algorithms, however, as indicators of Table 4.4 the worst performance in this test 

was for MoDE-NS, and MoPSO-NS and NSGA-II have almost the same performance. 
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Figure 4.7 – Non-dominated solutions for ZDT1’s test problem – MoDE-NS 

 

 

Figure 4.8 – Non-dominated solutions for ZDT1’s test problem – MoPSO-NS 
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Figure 4.9 – Non-dominated solutions for ZDT1’s test problem – NSGA-II 

 

Table 4.4 – Metrics for ZDT1’s test problem 

Solver Metric GD iGD ID DD SP 
Time 

(ms) 

MoDE-NS 

Average 0.00027 0.00019 0.302 1.000 0.002 866 

Median 0.00037 0.00023 0.335 1.000 0.002 887 

Max. 0.00024 0.00016 0.261 1.000 0.002 857 

Min. 0.00004 0.00002 0.025 0.000 0.000 10 

S.D. 0.00000 0.00000 0.000 0.000 0.000 0 

MoPSO-NS 

Average 0.00017 0.00014 0.376 1.000 0.002 1058 

Median 0.00020 0.00016 0.404 1.000 0.003 1145 

Max. 0.00016 0.00013 0.341 1.000 0.002 1029 

Min. 0.00001 0.00001 0.019 0.000 0.000 34 

S.D. 0.00000 0.00000 0.000 0.000 0.000 0 

NSGA-II 

Average 0.00017 0.00013 0.359 1.000 0.003 972 

Median 0.00023 0.00014 0.390 1.000 0.003 985 

Max. 0.00013 0.00012 0.329 1.000 0.002 963 

Min. 0.00002 0.00000 0.019 0.000 0.000 7 
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Solver Metric GD iGD ID DD SP 
Time 

(ms) 

S.D. 0.00000 0.00000 0.000 0.000 0.000 0 

DP is the Standard deviation, ms is time in milliseconds 

 

4.1.4 Test 4 – DTLZ5 

 

This problem was proposed by Deb et al. (2002) and is presented in equation (4.4), has 

12 decision variables and three objective functions, with the variables in the allowed range 

from 0 to 1, without further restrictions. 
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The results are presented graphically in Figure 4.10, Figure 4.11 e Figure 4.12, for 

algorithms MoDE-NS, MoPSO-NS and NSGA-II, respectively. Performance metrics are 
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presented in Table 4.5, and it is possible to note that the MoDE-NS performs slightly better 

than the other two algorithms. 

 

 

Figure 4.10 – Non-dominated solutions for DTLZ5’s test problem – MoDE-NS 

 



98 

 

 

Figure 4.11 – Non-dominated solutions for DTLZ5’s test problem – MoPSO-NS 

 

 

Figure 4.12 – Non-dominated solutions for DTLZ5’s test problem – NSGA-II 
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Table 4.5 – Metrics for DTLZ5’s test problem 

Solver Metric GD iGD ID DD SP 
Time 

(ms) 

MoDE-NS 

Average 0.00032 0.00034 -- 0.098 0.033 1132 

Median 0.00031 0.00035 -- 0.098 0.033 1132 

Max. 0.00033 0.00038 -- 0.145 0.036 1148 

Min. 0.00031 0.00030 -- 0.045 0.031 1118 

S.D. 0.00001 0.00003 -- 0.030 0.002 10 

MoPSO-NS 

Average 0.00035 0.00038 -- 0.188 0.024 1031 

Median 0.00035 0.00038 -- 0.188 0.025 1029 

Max. 0.00036 0.00040 -- 0.245 0.027 1063 

Min. 0.00032 0.00035 -- 0.125 0.021 1006 

S.D. 0.00001 0.00002 -- 0.036 0.002 16 

NSGA-II 

Average 0.00033 0.00035 -- 0.042 0.035 1146 

Median 0.00033 0.00034 -- 0.040 0.035 1146 

Max. 0.00035 0.00042 -- 0.080 0.038 1158 

Min. 0.00031 0.00030 -- 0.025 0.033 1129 

S.D. 0.00001 0.00003 -- 0.017 0.002 8 

DP is the Standard deviation, ms is time in milliseconds 

 

4.1.5 Test 5 – Viennet 4’s Test 

 

This problem was proposed by Viennet et al. (1995) and is shown in equation (4.5) has 

two decision variables and three objective functions, with four constraints. 
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The results are presented graphically in Figure 4.13, Figure 4.14 and Figure 4.15, for 

algorithms MoDE-NS, MoPSO-NS and NSGA-II, respectively. In these graphs are presented 

all non-dominated solutions obtained from 10 simulations. The three algorithms have very 

similar performance as results of metrics shown in Table 4.6. In this test a larger population 

(1,000) was used in order to better represent the set of non-dominated solutions. The number 

of generations (1000) used was also higher than on the other test problems. 
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Figure 4.13 – Result do Teste de Viennet 4 – MoDE-NS 

 

 



102 

 

Figure 4.14 – Non-dominated solutions for Viennet 4’s Test – MoPSO-NS 

 

 

Figure 4.15 – Non-dominated solutions for Viennet 4’s Test – NSGA-II 

 

Table 4.6 – Metrics for Viennet 4’s test problem 

Solver Metric GD iGD ID DD SP 
Time 

(ms) 

MoDE-NS 

Mean 0.88746 0.07685 -- 0.000 0.137 20798 

Median 0.88693 0.07685 -- 0.000 0.137 20826 

Max 0.88932 0.07699 -- 0.000 0.147 21076 

Min 0.88580 0.07665 -- 0.000 0.127 20514 

DP 0.00139 0.00010 -- 0.000 0.005 168 

MoPSO-NS 

Mean 0.88849 0.07677 -- 0.000 0.089 18060 

Median 0.88885 0.07677 -- 0.000 0.089 18128 

Max 0.89100 0.07688 -- 0.000 0.093 18236 

Min 0.88426 0.07668 -- 0.000 0.083 17815 
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Solver Metric GD iGD ID DD SP 
Time 

(ms) 

DP 0.00207 0.00007 -- 0.000 0.003 135 

NSGA-II 

Mean 0.88739 0.07682 -- 0.000 0.119 21402 

Median 0.88739 0.07683 -- 0.000 0.119 21333 

Max 0.89126 0.07691 -- 0.000 0.125 21746 

Min 0.88525 0.07671 -- 0.000 0.112 21247 

DP 0.00196 0.00008 -- 0.000 0.004 175 

DP is the Standard deviation, ms is time in milliseconds. 

 

In this test the Trade-off Graph, presented in Figure 4.16, was used. The graph was 

obtained from non-dominated solutions with the MoDE-NS, with α = 0.5 (weights) for all 

objectives. In the graph the highlighted solutions are the best compromise ones, according to 

weights adopted. 

 

Figure 4.16 – TG graph for Viennet 4 test non-dominated solutions – MoDE-NS 

 

4.1.6 Test problem results discussion 

 

The performance of the algorithms developed can be considered satisfactory in the 
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problems tested. However it is noticed that in general, MoDE-NS and MoPSO-NS had a 

overall better performance compared to NSGA-II on tests 1, 2, 3 and 4. The performance of 

the NSGA-II was slightly better in test 5. This demonstrates that the structure using two 

populations (one of parents and another of offspring) and using the parent population to store 

non-dominated solutions is very efficient when combined with the reproduction schemes of 

DE and PSO. Baltar (2007), who used an algorithm based on PSO with an external archive to 

store the non-dominated solutions, found that their algorithm presented, in general, worst 

results than NSGA-II. The processing time is low in all tests, except for Test 5, whose 

population is five times greater and the number of generations is four times larger. While the 

tests 1-4 processing time was less than 1 second, in the test 5 the time increased to about 20 

seconds, caused by the increase of the population size. The tests were performed on a 

computer with an Intel I5. 

The best performance of MoDE-NS and MoPSO-NS over NSGA-II is also observed in 

the application to case studies, especially in real world water resources system with large 

numbers of variables and constraints, as shown below. 

 

4.2 Case 1: Application to Hydrological Model 

 

The MOEAs are initially applied to a hydrological model for verification of their 

performance. This problem has fewer decision variables and the only lower and upper 

boundaries on decision variables. For multi-objective analysis with the model Smap, the 

library of algorithms was integrated to the interface was developed by Schardong (2009) and 

is presented in Figure 4.17. 
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Figure 4.17 – User Interface of Smap.Net Model 

 

SMAP model was originally developed by Lopes et al. (1982) aiming to create a simple 

model capable of being used and operated in regions with scarce data. The model structure is 

represented by three reservoirs representing the surface storage, the top layer of soil and 

underground storage, as in Figure 4.18. The version presented below corresponds to the diary 

time step version. User should refer to Lopes et al. (1982) and Schardong et al. (2009) for 

more details. 

 

 

Figure 4.18 – Smap Model Schema - Source: Lopes et al. (1982) 
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The superficial storage (Rsup) can be written as: 
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Where Es is the superficial runoff by the method of the Soil Conservation Service 

(SCS), Ed the flow of depletion of the direct runoff, P the precipitation, AI: initial abstraction 

for SCS method, S potential abstraction also for the SCS method. Ed is a function of the level 

of the surface reservoir (Rsup), K2t the coefficient of depletion of the surface reservoir, as 

defined in Lopes (1982). All units are in mm, except for dt and K2t, which have a dimension 

of time (days). 

The reservoir of topsoil (Rsolo) can be mathematically written as: 

 

      

  
             

 
(4.9) 
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   (     )                 
 (4.10) 

    {
                                                                                  
        (            )                     

 (4.11) 
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                  (4.13) 

        (4.14) 
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Where P and Es are as defined above, Er is the evapotranspiration rate, Rec is the 

recharge of the underground reservoir, Crec is the recharge coefficient of the underground 

reservoir, IN is defined as the difference between P and Es and is the portion of precipitation 

that infiltrates, TU is the soil moisture rate, STR maximum field capacity of soil and Capc 

maximum soil capacity in percentage (Lopes et al. 1982). 

The underground reservoir (Rsub) can be mathematically written as: 

 

    

  
        (4.15) 

        (    )                (     ) (4.16) 

 

Where, Eb is the base flow and Kkt is the depletion coefficient of the underground 

reservoir as defined in Lopes et al. (1982). 

 

   (     )           (4.17) 

 

Where          is the conversion coefficient from mm to m
3
/s, and QM is the basin 

outflow in m
3
/s. 

To evaluate the automatic calibration, five objective functions (OF) were implemented 

in Smap.Net. These are described below as in Cunderlik and Simonovic, 2004, 2005 and 

USACE, 2001: 

 Sum of Squared Residuals (SSR): This objective functions compares observed and 

modeled flow at each time interval and uses the squared differences as the measure 

of fit. Thus it gives greater weight to larger errors and less to small errors, equation 

(4.18). 

 Peak-Weighted Root Mean Square Error (PWRMSE): This function is identical to 
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the SSR objective function. I also square the differences between flows for all time 

intervals and weight them. The weight assigned at each time interval is proportional 

to the magnitude of the modeled flow, thus, flows greater than the mean of the 

observed flow are assigned a weight greater than 1.00, and those smaller, a weight 

less than 1.00, equation (4.19). 

 Sum of Absolute Errors (SAR): This objective functions compares observed and 

modeled flow at each time interval and thus, it gives equal weight to larger errors 

and less to small errors, equation (4.20). 

 Percent Error in Peak Flow (PEPF): This objective function only compares the 

magnitude of computed peak flow and does not account for total volume or timing 

of the peak, equation (4.21). 

 Percent Error in Volume (PEV): This objective function only considers the 

computed volume and does not account for the magnitude or timing of the peak 

flow, equation (4.22). 

The objective functions SSR, PWRMSE and SAR are implicitly measure of the 

magnitudes of the peaks, volumes, and times of peak of the modeled and observed 

hydrographs. The equations for each of the functions described are presented in Table 4.7. 

 

Table 4.7 – Objective Functions Equations used with SMAP 

Objective Function Equation  

SSR ∑(
  ( )    ( )

  ( )
)

  

   

 (4.18) 

PWRMSE √
 

 
∑(  ( )    ( ))

 
 

   

 
  ( )     

    
 (4.19) 
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Objective Function Equation  

SAR ∑|  ( )    ( )|

 

   

 (4.20) 

PEPF (%)     |
  ( )    ( )

  ( )
| (4.21) 

PEV (%)     |
     
  

| (4.22) 

 

Where N is the number of time steps, QO(t) and QM(t) are observed and modeled flow as 

t time interval time, respectively, QO(p) and QM(p) are observed and modeled flow at the 

peak, respectively, and VO and VM, are observed and modeled volume, respectively and QOA is 

the mean observed flow. 

For case study a basin in south Brazil, in Parana state was used, as shown in Figure 

4.19. This basin has about 2901 km2, and is an important tributary of the Parana River that 

forms the Itaipu Reservoir, of Itaipu hydroelectric power plant. The climate in the Piquiri 

basin region is tropical/sub-tropical with an annual average temperature of 15 C and more 

than 1500 mm precipitation per year. The observed flow series and precipitation for 

calibration and verification was obtained from Brazilian Hydrologic Information System 

(HidroWeb – ANA, 2009). 
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Figure 4.19 –Piriqui River basin location in Parana State - Brazil 

 

Initially the calibration was done considering the objective functions and SSR 

PWRMSE (using single-objective optimization). For the calibration was used the time period 

from 08/01/1998 to 30/11/1998. More details can be seen in Schardong et al. (2009). 

These values obtained for this calibration are shown in Table 4.8, and the parameters 

considered were: maximum soil saturation capacity (STR in mm), coefficient of groundwater 

recharge (CRec), evapotranspiration coefficient (ECoef), surface reservoir depletion 

coefficient (Kkt) and underground reservoir depletion coefficient (K2t). 

 

Table 4.8 – Parameter values obtained with Objective Function SSR e PWRMSE – Using single 

objective optimization 

Parameter Objective SSR 
Objective 

PWRMSE 

Valor da Objective Function 3.423 284.061 

STR (mm) 124.329 157.072 
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Parameter Objective SSR 
Objective 

PWRMSE 

Crec 20.000 15.151 

ECoef 0.800 0.800 

Kkt 46.544 37.623 

K2t 2.393 1.924 

 

The graph in Figure 4.20 shows the comparison of observed and modeled flow 

hydrographs (using single-objective version of Differential Evolution) for both objective 

functions analyzed. This graph shows a good fit obtained in the calibration process. 

 

 

Figure 4.20 – Modeled and calculated flow for Objective Functions SSR and PWRMSE 

 

4.2.1 Analysis using two objectives 

 

For the multi-objective analysis were considered two of the objective functions 
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presented in the previous item: SSR and PWRMSE. The three algorithms were applied to the 

same case study described with 500 generations and a population of 100 individuals. The non-

dominated solutions are presented in Figure 4.21. It is possible note that all three algorithms 

were able to find very similar non-dominated solution. 

 

 

Figure 4.21 – Non-dominated solutions for two Objectives: SSR e PWRMSE 

 

Applying the TG to the results with α = 0.5 (weights) for both objective functions it is 

possible obtain the “best” compromise solutions for each algorithm, as well as the optimal 

values of the parameters, as shown in Table 4.9. The results are nearly identical, and the graph 

presented in Figure 4.22 presents the modeled flows using the parameters in Table 4.9 from 

MoDE-NS algorithm. The hydrograph of the other two algorithms are not presented here, as 

is not possible distinguish them visually due to the overlap. Table 4.10 shows some 

performance metrics of calibration (USACE, 2001). CORR metric measures the correlation 

between observed and modeled flow, and its ideal value is 1 (one), when there is perfect 

correlation. This table is presented mainly for comparison with the next item, where five 
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objectives will be considered. The metrics include PEPF and PEV that are also used as 

objective functions in the next section. 

 

Table 4.9 – Parameter values obtained for one compromise solution with α = 0.5 

  
MoDE-NS MoPSO-NS NSGA-II 

Function 

Objective 

SSR 3.57 3.58 3.56 

PWRMSE 287.15 287.08 287.40 

Parameters 

Soil saturation (mm) 134.59 135.04 134.42 

Crec 20.00 19.99 20.00 

Ecoef 0.80 0.80 0.80 

Kkt 42.45 42.82 42.54 

K2t 2.06 2.06 2.08 

 

Table 4.10 – Calibration quality measure from previous solution analysed 

Measure MoDE-NS MoPSO-NS NSGA-II 

PEPF (%) 13.954 14.119 14.200 

PEV (%) 0.678 0.539 0.673 

CORR 0.960 0.960 0.960 

RBIAS (%) 0.125 0.032 0.182 

RRMS (%) 15.808 15.766 15.791 

RPWRMS (%) 16.279 16.236 16.259 
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Figure 4.22 – Modeled and calculated flow for compromise solution selected, with α = 0.5 for all 

objectives (MoDE-NS) 

 

4.2.2 Calibration analysis with five Objectives 

 

In this section, all five objective functions are considered for the multi-objective 

analysis. The optimization is performed using the same number of individuals (100) and 500 

generations. The result of parameters and the values of objective functions, considering α = 

0.5 (weights) for all objectives, are presented in Table 4.11. The best compromise solution 

presents model parameters values very similar for all three algorithms. Table 4.12 presents the 

same metrics calculated in the previous item. The comparative analysis indicates that the 

CORR metric did not change. The PEPF metric, which measures the difference between 

modeled and observed peak flow, had a small reduction in all three algorithms. This indicates 

that the peaks of the modeled flows in this item will be slightly larger than those calculated in 

the previous item, which can be seen in Figure 4.23. In this case the modeled flow that results 

from the calibration with the three algorithms is almost coincident and therefore only one of 

them (from MoDE-NS algorithm) is presented in Figure 4.23. 
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Table 4.11 – Parameter values obtained for one compromise solution with α = 0.5, from analysis with 

5 objectives 

  
MoDE-NS MoPSO-NS NSGA-II 

Objective 

Function 

SSR 3.79 3.89 3.84 

PWRMSE 287.70 289.55 289.36 

SAR 17111.34 17144.06 17115.38 

PEPF 11.55 10.16 10.87 

PEV 0.87 0.45 1.32 

Parameters 

Soil 

saturation 
140.21 141.68 140.37 

Crec 20.00 20.00 18.85 

Ecoef 0.80 0.80 0.80 

Kkt 39.58 40.56 37.54 

K2t 1.88 1.82 1.87 

 

Table 4.12 – Calibration quality measure from previous solution analysed 

Measure MoDE-NS MoPSO-NS NSGA-II 

PEPF (%) 11.55 10.16 10.86 

PEV (%) 0.87 0.45 1.34 

CORR 0.96 0.96 0.96 

RBIAS (%) 0.03 -0.44 0.12 

RRMSE (%) 16.05 16.16 16.23 

RPWRMSE (%) 16.52 16.63 16.71 
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Figure 4.23 – Modeled and calculated flow for compromise solution selected with com α = 0.5 for all 

objectives (MoDE-NS) 

 

In Figure 4.24, Figure 4.25 and Figure 4.26 present the TG for MoDE-NS, MoPSO-NS 

and NSGA-II, respectively. In the three graphs, α = 0.5 was used for all objectives. The 

distribution of solutions for the three algorithms is similar; however the number of non-

dominated solutions is limited to the number of individuals, which in this case is 100. With a 

larger population would be expected that the solutions space would be more populated. It is 

important to note however, that the best compromise solution using two and five objectives 

provide very similar flows. 
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Figure 4.24 – Trade-off Graph for MoDE-NS with five Objective, and α = 0.5 (for all objectives) 

 

 

Figure 4.25 – Trade-off Graph for MoPSO-NS with five Objective, and α = 0.5 (for all objectives) 
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Figure 4.26 – Trade-off Graph for NSGA-II with five Objective, and α = 0.5 (for all objectives) 

 

Calibration of hydrological model parameters Smap is performed without difficulty 

using the MOEAs. Calibration was performed considering two and five objectives, both with 

satisfactory results. The processing time for each simulation was about 20 seconds for the 

analysis with two and around 30 seconds to five objectives in a computer with an Intel I5 

processor. 

 

4.3 Case 2: Multi-objective analysis of a water resource system  

 

To test the performance of the algorithms, they were applied to a complex water supply 

system with a series of reservoirs connected by tunnels and canals. Cantareira system is one 

of the main water supplies for the São Paulo metropolitan region – SPMR, providing about 33 

m
3
/s.  
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4.3.1 Metropolitan Region of São Paulo Water Supply System 

 

The Metropolitan Region of São Paulo - SPMR is supplied by 6 (six) major systems: 

Cantareira, Guarapiranga, Alto Tiete, Rio Grande, Rio Claro and Cotia. The most import 

system is Cantareira, which supplies about 33 m
3
/s for the SPMR. 

The Cantareira system derives water of Piracicaba, Capivari and Jundiaí (PCJ) basin for 

the Upper Tiete River basin by a series of reservoirs, channels and tunnels. The Cantareira 

system consists of five main reservoirs, four of them: Jaguari Jacareí, Cachoeira and 

Atibainha are located in the PCJ basin (Figure 4.27) and the Paiva Castro reservoir belongs to 

the basin of the Upper Tiete River. Operational data, demand values (both for the Piracicaba 

River and for the SPMR), minimum and maximum flows (flow restriction) downstream of the 

reservoirs, has been compiled from, ANA (2004), DAEE (2009) and Sabesp (2009a and 

2009b) and are presented in Table 4.13 and Table 4.14. The series of natural flows used was 

obtained from Sabesp (2009b). 

 

Table 4.13 – Operational data of Cantareira System 

Reservoir 
Operation levels (m) Volumes (x10e6 m3) 

Min Max Min Max Live 

Jaguari-Jacarei 820.80 844.00 239.45 1047.49 808.04 

Cachoeira 811.72 821.78 46.92 115.71 68.79 

Atibainha 781.88 786.86 199.20 295.52 96.32 

Paiva Castro 743.80 745.61 25.52 33.05 7.53 

 

Table 4.14 – Cantareira system minimum and maximum downstream restrictions flows 

Reservoir 
Min Downstream 

Flow (m
3
/s) 

* Max Downstream 

Flow (m
3
/s) 

Basin Area 

(km
2
) 

Historical Avg. 

Flow (m
3
/s) 
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Reservoir 
Min Downstream 

Flow (m
3
/s) 

* Max Downstream 

Flow (m
3
/s) 

Basin Area 

(km
2
) 

Historical Avg. 

Flow (m
3
/s) 

Jaguari-Jacarei 1.00 50.00 1230.00 25.20 

Cachoeira 1.00 7.00 392.00 8.50 

Atibainha 1.00 3.00 312.00 6.00 

Paiva Castro 1.00 50.00 639.00 4.60 

 
 

 
Total 44.30 

* may vary depending on downstream conditions, DAEE (2009). 

 

 

Figure 4.27 – Cantareira System location and main components. Source: Sabesp (2009a) 

 

The first reservoirs of the system, as in Figure 4.27, are Jaguari and Jacarei that are 

connected by a channel and can be treated as a single reservoir in the model. These are 

connected to the Cachoeira reservoir by Tunnel 7. Tunnel 6 connects the Cachoeira reservoir 

to Atibainha reservoir which is connected by Tunnel 5 to the Paiva Castro reservoir, where 
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the transfer occurs between the PCJ and Upper Tiete basins. The three tunnels transfer water 

by gravity. Paiva Castro reservoir water is conducted by gravity to the pumping station Santa 

Ines (EESI). After being elevated by a set of pumps the water passes through a small reservoir 

for regulation in case of emergency (e.g. power outage) and finally led to the water treatment 

plant (WTA) Guarau. For its small storage capacity (<1 hm
3
), the Aguas Claras Reservoir will 

not be considered here, to be held in the monthly period. 

 

 

Figure 4.28 – Schematic for Cantareira System Water Supply 

 

The analysis was done three objectives: f1 – Minimization of demands deficits for 

SPMR and PCJ basin; f2: Minimization of water quality standards deviation of Atibaia river at 

the control point N3 (as in Figure 4.28) considering the BOD (Biochemical Oxygen Demand) 

and f3 - Minimization of pumping cost for Santa Ines station. Figure 4.28 presents a schematic 
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of the Cantareira system with indication of the variables used in the simulations. The 

objective functions are described in detail below, as well as balance constraints and limits of 

the system variables. 

- Objective Function f1: Minimizing Deficit meet demand: The objective function that 

calculates the demand deficits is presented in equation (4.23). 

      ∑(          )
 

 

   

 (     [                   ])
 
 (4.23) 

Where      is the demand for SPMR, Q10,t is the flow at station Santa Ines pumping 

station,      the demand for PCJ basin, Q1,t, Q2,t, Q3,t and Q4,t are the downstream flow for 

Jaguari/Jacarei, Cachoeira and Atibainha reservoir, respectively and is adopted as 5 m
3
/s. 

- Objective Function f2: Minimization of water quality deviation from standards at 

Atibaia city at the control point N3: the objective function for the deviation of the BOD value 

in relation to the class of the Atibaia river standards is calculated as shown in equation (4.24). 

       ∑(           (                ))
 

 

   

 (4.24) 

Where      is the value of BOD concentration in mg/L at node N3 (at Atibaia city) and 

BOD is the maximum limit of the class. 

This stretch of the Atibaia River is classified as Class 2 (according Brazilian 

regulation). For this class, the maximum allowed of BOD is 5.0 mg/L. For evaluation of the 

BOD, equation (4.25) is used (Chapra, 1997).  
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Where: 

          

 L = BOD concentration (mg/L) 

 L0 = BOD upstream concentration (mg/L) 

 Kd = oxygenation constant (d
-1

) 

 Ks = sedimentation constant (d
-1

) 

 Kr = BOD removal rate (d
-1

) 

 x = reach length (m) 

 U = reach velocity (m/s) 

(4.25) 

Where the velocity (U), and the water level (H) are calculated as in equation (4.27). 

      

      

Where: 

 H = water level depth (m) 

 U = reach velocity (m/s) 

 x = reach length (m) 

 Q = reach flow (m
3
/s) 

 a, b, c, d: coefficients  

(4.26) 

 

The BOD decay is calculated in reaches R1, R2 and R3 (Figure 4.27) for each time 

interval and the mass balance is calculated at N1 and N3. The coefficients used in the 

equations for water quality model are presented in Table 4.15, and were obtained from 

COBRAPE (2010). Other data such as flow and concentration of loads were also obtained 

from COBRAPE (2010), and are presented in Table 4.16. 

 

Table 4.15. Water quality model coefficients 

Reach Length (km) a b C d Kd Ks 

R1 35.27 0.35 0.28 0.41 0.44 1.05 0.25 
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Reach Length (km) a b C d Kd Ks 

R2 26.30 0.34 0.27 0.41 0.45 1.05 0.25 

R3 24.40 0.83 0.27 0.28 0.49 1.05 0.25 

 

Table 4.16. Withdraw and loads for each reach  

Reach 
Withdraws 

(m
3
/s) 

Loads 

Flow (m
3
/s) BOD (mg/L) 

R1 0.13 0.07 129.20 

R2 0.08 0.05 155.82 

R3 0.90 0.30 149.77 

 

- Objective Function f3 – Minimization of the cost of pumping: The objective function 

of pumping cost of the EESI is presented in equation (4.23), whose estimative was made 

based on the head and on the average price of electricity, since it was not possible to obtain 

the data directly from Sabesp. 

      ∑     (     )

 

   

 (4.27) 

Where Q10,t is the flow transferred through the pumping station Santa Ines at each time 

period t. the value of       is calculating, assuming that: 

 Pumping hours                  , where 730 is the number of average hours 

per month, and 33 is the maximum monthly flow in m
3
/s 

 Estimated energy cost (pC): R$
1
 0.17/kWh 

 Total head:         

 Power:  (  )  (         )     

                                                 

 

1
 1 U$ = 1,80 R$ (Exchange rate by Nov-2011) 
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 Yield and efficiency of the pump        

 Water Specific weight               

 Energy consumed:  (   )           

 The pumping cost can be written as function of      , as in equation (4.28). 

     (     )             

     (     )                
         

   
 

(4.28) 

 

The problem constraints are: 

 Reservoir mass balance: 

o                            ∑                  

 Minimum and maximum storage constrain: 

o                                  

 Maximum downstream flows: 

o                                       

 Maximum tunnels transfers: 

o                                   

 Non-negative flows: 

o                                

The problem variables are: 

 Reservoir downstream flows: 

o                        

 Flows transferred through tunnels 

o                

 Flow provided for SPMR: 

o        

 

Where k is the reservoir index, t the time period,      the volume of reservoir k at time 

period t,      the inflow,      the downstream flow,      are the flows transferred throw the 

tunnels, and      the evaporation.      is the downstream minimum flow,       is the 

maximum flow at tunnel j at time period t,                     are the minimum and 
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maximum volumes of reservoirs k at time period t. 

Using schematic shown in Figure 4.28, the mass balance equation can be written as: 

Jaguari-Jacarei (1 e 2) reservoir: 

                                           

          
  

 
 

          
  

 
 

           
  

 
 

                         

Cachoeira (3) reservoir: 

                                      

          
  

 
 

           
  

 
 

                       

Atibainha (4) reservoir: 

                                      

          
  

 
 

           
  

 
 

                        

Paiva Castro (5) reservoir: 

                                        

          
  

 
 

            
  

 
 

                      

For node N1 

                                                          

 

To simplify the analysis, evaporation was not considered, but could easily be 

incorporated with the use of polynomial equations or exponential adjustments that would 



127 

 

allow calculating the area and the volume evaporated. In evolutionary algorithms there is no 

restriction on the type of functions to be used. This problem has 198 variables and 96 

constraints for the monthly mass balance in the reservoirs. 

 

4.3.2 Multi-objective analysis 

 

The multi-objective analysis was performed considering a period of 24 months, 

corresponding to two years of data for natural inflows in the period 1952 to 1954, which 

average flow is 33.95 m
3
/s that is below the historical average of approximately 44.3 m

3
/s. 

For this analysis, we two scenarios were considered for comparing the objective functions 

defined above: 

 Scenario1 1: f1 vs f3 

 Scenario 2: f1 vs f2 

For the analysis the demand for SPMR as set to 33 m
3
/ s. The population size was set to 

500 individuals with a maximum of 50,000 generations, and for each scenario were 

performed a total of 10 full simulations. 

The objective function f1 and f3 are calculated with the flow supplied to the SPMR, 

     , and thus it is possible to calculate the Pareto optimal front, with which it is possible to 

compare and evaluate the results of the algorithms applied. To calculate the optimal Pareto 

front, the hypothesis adopted is that there are no demand deficits for the SPMR. Even if this 

hypothesis is not true, there will be no negative effect on checking the algorithms 

performance, since the analysis is done by comparing the relative performance metrics. 

Therefore, the value of       is changed from 0 to 33 m
3
/s in 0.1 m

3
/s steps, and the values of 

f1 e f3 calculated, resulting in a set of 330 points that are part of Pareto optimal front. This set 

of solutions is shown in Figure 4.29. 
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Figure 4.29 – True Pareto front for scenario f1 vs f3 – for 24 months simulation period 

 

Scenario 1: f1 vs f3 

 

Table 4.17 shows the performance metrics for the simulation considering f1 vs f3, and 

the graph of non-dominated set of solutions is shown in Figure 4.30, Figure 4.31 and Figure 

4.32, for MoDE-NS, MoPSO-NS and NSGA-NS-II, respectively. It is possible to note, that 

the NSGA-II had more trouble finding the extreme value corresponding to lower values of f1. 

Using the TG with α (f1) = 1 and α (f3) = 0 it is possible to determine these extreme solutions 

(with the minimum deficit for demands) for each of the algorithms, as shown Table 4.18. 

Figure 4.33 shows the comparison of the best non-dominated set of solutions of each 

algorithm from 10 simulations. MoPSO-NS obtained the best results for achieving better 

coverage of the Pareto optimal front, especially for lower values of demand deficits, where 

the NSGA-II has extreme difficulties to determine solutions. The results for MoDE-NS are 

very close to MoPSO-NS’s, and the difference is for lower value of f1 when the demand 
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deficit is close to zero. 

A simulation was done in AcquaNet (which uses a network flow algorithm), with the 

same data and network configuration. The maximum deficit calculated with this result, using 

equation f1 was approximately 6.25 [m
3
/s]

2
, that is equivalent to 2.50 m

3
/s of total deficit 

(during 24 months), indicating that the solution with lowest f1 value of the MoPSO-NS is very 

close to the optimal solution found by AcquaNet. This solution of MoPSO-NS has the value 

2.33 [m
3
/s]

2
 equivalent to 4.61 m

3
/s of total deficit (during 24 months). In MoDE-NS solution 

with the lowest value of f1 was 83.94 [m
3
/s]

2
. 

In multi-objective analysis each non-dominated solution contains the set of optimal 

values for each decision variable of the analyzed problem. Thus, when selecting a solution, a 

complete set of decision variables of the problem is obtained. As an example the Figure 4.34 

shows the monthly flow values provided for the SPMR for the solutions listed in Table 4.18 

and the solution found by AcquaNet. From the graph presented in Figure 4.34 it is possible to 

note that the deficits by MOEAs are distributed over the months while in AcquaNet they are 

concentrated in the last month of simulation. This behavior is associated with the nature of the 

difference between the objectives functions used, which is linear in AcquaNet and quadratic 

in our problem that uses MOEAs. On the other hand, if the aim is zero cost of pumping, the 

demand deficits for the SPMR will be maximum. The PCJ River Basin demands are always 

met. 

 

Table 4.17 – Algorithms metrics for scenario f1 vs f3 

Algorithm Metric GD iGD ID GRD SP 

MoDE-NS 

Mean 0.000065 0.00146 0.393 0.135 0.418 

Median 0.000065 0.00150 0.390 0.137 0.392 

Max 0.000066 0.00213 0.428 0.178 0.578 

Min 0.000063 0.00082 0.373 0.098 0.323 
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Algorithm Metric GD iGD ID GRD SP 

DP 0.000001 0.00042 0.018 0.028 0.094 

MoPSO-NS 

Mean 0.000065 0.00088 0.408 0.074 0.327 

Median 0.000065 0.00075 0.401 0.076 0.323 

Max 0.000067 0.00235 0.451 0.098 0.361 

Min 0.000063 0.00008 0.369 0.054 0.323 

DP 0.000001 0.00071 0.025 0.015 0.012 

NSGA-II 

Mean 0.000078 0.00701 0.536 0.651 0.359 

Median 0.000078 0.00678 0.536 0.648 0.323 

Max 0.000081 0.00808 0.560 0.688 0.684 

Min 0.000076 0.00597 0.513 0.612 0.323 

DP 0.000002 0.00068 0.013 0.023 0.114 

Where DP é the standard deviation 

 

 

Figure 4.30 – Non-dominated solutions for scenario f1  vs f3 – MoDE-NS 
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Figure 4.31 – Non-dominated solutions for scenario f1  vs f3 – MoPSO-NS 

 

 

Figure 4.32 – Non-dominated solutions for scenario f1  vs f3 – NSGA-II 
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Figure 4.33 – Non-dominated solutions for scenario f1  vs f3 for three algorithms 

 

Table 4.18 – Compromise solution for α(f1) = 1 e α(f3) = 0  

Algorithm f1 [m
3
/s]

2
 f3 (R$) 

MoDE-NS 83.94 1.28E+08 

MoPSO-NS 2.33 1.41E+08 

NSGA-II 1365.36 8.58E+07 
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Figure 4.34 – Monthly flow provided to SPMR  

 

Scenario 2: f1 vs f2 

 

In this scenario is verified the relationship between the deficit of demand for the SPMR 

and the impact of water quality in the river Atibaia downstream of the reservoirs Cachoeira 

and Atibainha. The quality model used measures the deviation of the BOD value in relation to 

Class 2 at the point of comparison at check point N3 (Atibaia City), as Figure 4.28. 

The graph in Figure 4.35 presents the comparison of non-dominated set of solutions of 

each algorithms for the simulation considering f1 vs f2. Analyzing the non-dominated solution 

sets in Figure 4.35, and the shape of the trade-off curve, allowing a small deficit on the 

demands supply could significantly improve the value of the objective function f2, which 

measures the deviation of the BOD regarding Class 2. The gradient of the Pareto-optimal 

front defined by the non-dominated solutions is high for small deficits in the demands. But as 

the deficits of the demands increase, the rate of decrease of the function f2 drops significantly. 

The analysis was performed considering a constant value and to the BOD of the downstream 
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flow to the reservoirs Cachoeira and Atibainha (5 mg/L). This scenario was set up to highlight 

the trade-off between demands deficit and the impact on water quality downstream. In next 

item two simulations are presented with lower values of BOD (3 and 1 mg/L) for downstream 

flow to the Cachoeira and Atibaia reservoirs. It is possible to verify that the Pareto-optimal 

fronts maintain the same shape as the curves presented on this simulation, as shown in Figure 

4.35. The same should happen when employing a more detailed quality model such as 

Qual2e. 

 

 

Figure 4.35 – Non-dominated solutions for scenario f1  vs f2 for three algorithms 

 

Table 4.19 shows the values of best compromise solutions using α(f1) = 0.5 and α(f2) = 

0.5 which is obtained with a demand deficit for SPMR of about 2000 [m
3
/s]

2
 which is 

equivalent to approximately 1.8 m
3
/s average monthly deficit. The graph of BOD to this 

solution at point N3 is shown in the graph of Figure 4.36, whose value is around 7 mg/L in all 

months of the simulation. 

Considering now the solution with best value of BOD, in which the demand deficit of 
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the SPMR is maximum (demand very close to zero, as in Table 4.20), the value of BOD is 

about 6 mg/L in all months, as comparison in Figure 4.36. 

 

Table 4.19 – Compromise solution for α(f1) = 0.5 e α(f2) = 0.5  

Algorithm f1 – [m
3
/s]

2
 f2 - [mg/L]

2
 

MoDE-NS 2314.81 106.67 

MoPSO-NS 1917.01 121.60 

NSGA-II 1998.19 123.66 

 

Table 4.20 – Compromise solution for α(f1) = 0 e α(f2) = 1  

Algorithm f1 – [m
3
/s]

2
 f2 - [mg/L]

2
 

MoDE-NS 17791.01 24.45 

MoPSO-NS 16632.53 24.59 

NSGA-II 14464.51 30.04 

 

 

Figure 4.36 – 1. Value of BOD at N3 for Best Compromise solution with α(f1) = 0.5 and α(f2) = 0.5 

(Comp. Sol.); 2. Solutions with best value of BOD - α(f1) = 0 e α(f2) = 1 (Best value for BOD) 
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In these two scenarios, the number of simulations required to obtain the non-dominated 

set of solutions is quite high (50,000). Still, given the set of solutions is not ideally distributed 

in Scenario 2 and MOEAs fail to determine extreme solutions. In Scenario 1 the distribution 

of solutions is better, but again the MOEs fail to determine extreme non-dominated solutions, 

especially the NSGA-II. 

The results show that MOAEs have difficulties with complex and problems with high 

number of variables and constraint, and require a very large number of generations to achieve 

the non-dominated set of solutions. To overcome this limitation an integrated analysis with 

the AcquaNet is presented in the next section. 

This analysis highlights another important feature of the multi-objective analysis, which 

is the ability to capture the trade-offs between two conflicting objectives, that is perhaps the 

most value information, regarding than choosing a single solution of the set of non-dominated 

solutions determined by the algorithm 

 

4.4 Case 3: Integrated analysis: MOEAs and Networkflow models 

 

In this item multi-objective analysis was performed using the AcquaNet as a tool for 

simulation and optimization associated with the MOEAs. Thus the multi-objective model has 

only three variables: the demand for the SPMR, downstream flow of the Cachoeira and 

Atibainha reservoir. The objective functions are the same as in Scenario 2: minimization of 

demand deficits (f1) and the environment in Atibaia river N3 (f2). In this structure no 

constraint are required for the MOEAs, except for the upper and lower limits on variables. 

In this methodology, each at each generation, AcquaNet is executed and solves the flow 

network N times, where N is the population size. In this process, the values of the demands 
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are defined by MOEAs and used in Out-of-Kilter to solve the network flow, resulting in the 

optimal flow on each arc / link. These flows are then used by the DSS to perform the 

evaluation of the objective function and in generation of new population. This process is 

repeated until the maximum number of generations reach. For better understanding of the 

process, a flowchart is shown in Figure 4.37. 

 

 

Figure 4.37 – Flowchart for M.O. analysis using MOEAs + AcquaNet DSS 

 

The network flow was built in AcquaNet (Figure 4.38) base on schematic of Figure 4.28 

and the same operational data of Case two is Case 2.  
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Figure 4.38 –AcquaNet DSS networkflow representation 

 

The three decision variables are represented by demand nodes: "DemRMSP", 

"DJ_Cach", "DJ_Atib" as the flow network of Figure 4.38. The value of demand is assumed 

constant throughout the simulated period. Demand node "DemDreno" is kept high so that the 

entire surplus in the system is directed to the arcs R1 (Q3) and R2 (Q4). AcquaNet uses a 

priority scheme, and they are set so that the following conditions are met: 

1. The minimum flows downstream of the reservoirs have the highest priority (value 1) 

and are represented in the networkflow by "DJ_Jac", "DJ_Atib", "DJ_Cach" and 

"DJ_PC"; 

2. The target volume of the reservoirs have priority (value 90) but slightly higher than 

the demand "drain", in a way that the excess in system is stored in reservoirs; 

3. The priority for the demand "DemSP" must be higher than the priority for minimum 

downstream flows of the reservoirs, and therefore is set to value 5. 

4. Demands "DJ_Cach" and "DJ_Atib" are also variables in the model, and are 

responsible for controlling the flow on links R1 (Q3) and R2 (Q4) and directly 

impact the objective function relating to water quality, and its upper limits are 
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defined as 25 and 15 m
3
/s respectively. 

5. The demand node "Dreno" has the lowest priority (value 99) and is used to receive 

excess water in the system. This node is required by the characteristics of Out-of-

Kilter algorithm. 

It is important to note that the scale of priorities in AcquaNet is 1 to 99, with 1 being the 

highest priority and 99 the lowest. The limits of variation of demand for SPMR are defined 

from 0 to 33 m
3
/s. The limits of the demands "DJ_Cach" and "DJ_Atib" are defined between 

0.5 to 25 m
3
/s and 0.5 to 15 m

3
/s, respectively 

As the number of variables is small, a smaller population can be used ,as well as few 

generations. This problem has no restrictions, only lower and upper limits on the variables. 

The population size was set to 100 individuals and 250 generations. In this configuration, the 

problem is solved 100 times for each generation by Out-of-Kilter resulting in out 25,000 

simulations of the network flow. In this analysis the same settings where used as Case 2 for 

comparison porpoise. MoDE-NS used to perform integrated multi-objective analysis and 

results are identified as AcquaNet-MoDE-NS. 

Initially the MO analysis was performed to compare results with Case 2. The non-

dominated sets of solutions generated in Case 2 using MoDE-NS and in this case are shown in 

Figure 4.39. This graph show that the Pareto-optimal fronts are practically coincident and 

extreme solutions are achieved more efficiently using the integrated analysis (AcquaNet 

MOEA, MoDE-NS in this case). Table 4.21 presents the solutions with best (lower) value for 

BOD for both methods. The objective function value using the AcquaNet+MoDE-NS is 

“better” than those from Case 2, using only the MoDE-NS. This difference can be explained 

by the fact that the MOEAs are not able to determine the extreme solutions where the highest 

demand deficits and consequently BOD has lower values. The Out-of-Kilter algorithm, 

AcquaNet’s networkflow algorithm, has no “knowledge” about how the values of the flows 
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on links R1 and R2 affect the objective function of the multi-objective model. 

 

 

Figure 4.39 – Non-dominated solutions for scenario f1 vs f2, MoDE-NS and AcquaNet+MoDE-NS 

 

Table 4.21 – Solutions with best values for f2 for both MoDE-NS and AcquaNet+MoDE-NS 

Algorithm f1 – [m
3
/s]

2
 f2 - [mg/L]

2
 

MoDE-NS 17791.01 24.45 

AcquaNet+MoDE-NS 21585.63 17.55 

 

As discussed in the previous section, the simulation considering BOD = 5 mg / L for 

downstream flow of the Cachoeira and Atibainha reservoirs, can be too unfavorable. Thus, 

two other simulations were performed considering BOD = 3 mg / L and BOD = 1 mg / L for 

downstream o flow of the reservoirs Atibainha and Cachoeira, whose non-dominated solution 

sets are shown in Figure 4.40. Even considered BOD = 1 mg/L for downstream flow of the 

reservoirs, it is necessary to allow a deficit of 2,500 [m
3
/s]

2
 (equivalent to a monthly deficit of 

2.08 m3 / s ) so that the BOD value at node N3 is within the limit of Class 2 (i.e. f2 = 0). For 
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the simulation with BOD = 3 mg/L equivalent to average monthly deficit of 4.16 m3/s would 

be necessary in order to have f2 = 0. This analysis is simplified, and the water flow scenario 

considered was a period with flows below historical average. Only a small stretch of the river 

was considered Atibaia. The aim was to explore the ability of the MOEA and integration with 

AcquaNet for determining the non-dominated solutions. 

 

 

Figure 4.40 – Non-dominated solutions for three different BOD scenarios for downstream flow {1, 3, 

5} mg/L 

 

4.5 Case 4: Simplified analysis with three objectives 

 

In this session a simplified problem was considered in which the only one reservoir 

(Jaguari/Jacarei Res.) was included in the Multi-objective with three objectives: 1 - transfer 

flow of 28 m
3
/s by Tunnel 7 (for SPMR demand), 2 - withdraw of 10 m

3
/s to other demands 

(irrigation, downstream flow, etc.) and 3 – maximization of flood space for flood control 

(which as limited to a maximum of 400 hm
3
, approximately half the live volume of 
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Jaguari/Jacarei Reservoir. These three objectives are conflicting and presented in the equation 

. 

       ∑(       )
 

 

   

 

       ∑(       )
 

 

   

 

       ∑(      )
 

 

   

 

(4.29) 

Where      is the flow transferred through tunnel 7,      is the flow for other demands 

(downstream, irrigation, and others) and    is the reservoir volume at the of the time period t 

(month).  

For this scenario one year simulation period with the natural flows of the Dec/1952 

Jan/1952 was used. The initial volume of the reservoir was set to 20% of total storage. In this 

analysis the graphical results are presented only for MoDE-NS, because the result is identical 

for the other two algorithms. In this analysis is considered only one reservoir and a 12-month 

simulation period, and therefore the population size and number of generations required is 

less than in Case 2. For the optimization, a population of size 1,000 and 1,000 generations 

was used. In this configuration the problem has 36 variables and 12 constraints (one for each 

month reservoir mass balance). The population size of 100 individuals would be sufficient in 

this scenario, however, the value of 1,000 was used for a better visualization of the trade-offs 

between objectives. This is a limitation of the structure of the MOEA used in this report, i.e., 

the maximum number of non-dominated solutions found is limited by the size of the 

population. In problems where the Pareto surface has to be very well represented, it is 

necessary to increase the size of the population to obtain a higher density of points (solutions). 

The graph in Figure 4.41 presents the non-dominated set of solutions obtained using 

MoDE-NS. The results are presented as a three dimensional surface that can be viewed on the 
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Trade-off Graph (Figure 4.42 along with the best compromise solutions, highlighted in green, 

with α = 0.5 for the three objectives. The values of the compromise solutions obtained for α = 

0.5 are presented in Figure 4.42 for the three algorithms. The solutions obtained are similar, 

indicating that none of the algorithms had difficulty in obtaining non-dominated set of 

solutions for this problem. 

This analysis demonstrates that the integration of MOEAs with networkflow models 

like AcquaNet and ModSim has great potential, since the MOEAs had difficulties in finding 

non-dominates solutions for problems with high number of variables and constraints. 

The variables and objective functions are defined in the Multi-objective model and the 

MOEAs are responsible for the process of finding non-dominated solutions, and the mass 

balance in reservoirs, as well as the optimal flow in the system is determined by the network 

flow algorithm for each evaluation of the objective function. The great advantage of this 

methodology is the possibility of multi-objective analysis of very complex systems with 

extensive simulation horizons. 
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Figure 4.41 – 3D graph for non-dominates solutions for three objectives using MoDE-NS 

 

  

Figure 4.42 – Trade-off graph for three objectives using MoDE-NS with α = 0,5 

 

Table 4.22 – Compromise solutions for three objectives and algorithms with α = 0,5 
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MoDE-NS MoPSO-NS NSGA-II 

Dem. RMSP [m
3
/s]

2
 3744,58 3750,11 3765,20 

Dem. Outros [m
3
/s]

2
 426,21 521,22 534,21 

Vol. Esp. [ad] 9,63 9,57 9,42 

 

In this section three objective function where considered in the multi-objective analysis 

and a small number of periods (12 months) was used. Also only one reservoir (Jaguari/Jacarei 

reservoir) was used. In this configuration, MOEAs are able to easily find the non-dominated 

solutions set.  

The aim of the application of MOEAs in such a simplified configuration was to show 

how a higher number of variables and constrains heavy affects the performance of such 

algorithms, especially regarding the population size and number of generations needed to 

accomplish multi-objective analysis goals. Case 2 has 5 times more variables and 8 times 

more constraints than this analysis. While in Case 4, 1,000 generations where needed, in Case 

2, the number of generations needed was at least 50,000. 

 

4.6 Result analysis 

 

In this section the Decision Support System and the MOEAs were applied to standard 

test problems, to hydrological model and to a water supply system (Cantareira system, Sao 

Paulo – Brazil). The algorithms presented good results in all applications. The results 

obtained with the algorithms MoDE-NS and MoPSO-NS are, in general, better than the 

NSGA-II. This can be seen by comparing the performance indicators and visual analysis of 

non-dominated solutions. 

In the application to test problems and hydrological model Smap (Case 1) the three 
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algorithms produced very satisfactory results, i.e., non-dominated solutions are found without 

much difficulty. 

The algorithms had more difficult to find non-dominated solutions for Case 2, in which 

a large number of generations were necessary for a satisfactory coverage of the Pareto front. 

In this simulation all variables in the simulated system were calculated using the MOEAs. 

NSGA-II presented the worst performance among the three algorithms, whose non-dominated 

set of solutions was not properly distributed in the Pareto-optimal front, by comparing the 

goals of minimizing the demand deficit of f1 and minimizing the cost of pumping f3. 

In Case 4 a simplified configuration was adopted by considering one of the reservoirs 

Cantareira system with a smaller number of months of simulation and three objectives. Case 2 

has 198 variables and 96, while Case 4, 36 variables and 12 constraints, a 5:1 ratio in number 

of variables, and 8:1 in the number of restrictions. Case 2 a large number of generations 

(50,000) and a population of size 500 where necessary for satisfactory results. In Case 4 a 

population size of 1,000 and only 1,000 generations were required to obtain the non-

dominated solutions. 

In Case 3 a multi-objective analysis was performed using the AcquaNet (Networkflow 

model) as a tool for simulation and optimization associated with the MOEAs. As the 

networkflow model was responsible for calculating the optimal flows and mass balance, a 

fewer number of generations and a smaller population size was required. The set of non-

dominated solutions obtained by this method are very well distributed and very close to the 

set obtained with the MOEAs applied in Case 2. 

The processing time, using a computer with an Intel I5, were: 

Case 2: for each simulation took about 15 minutes to complete the 50,000 generations, 

for both scenarios. 

Case 3: In this case the processing time required for each simulation was about 3 
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seconds, with a total of 10 minutes. For each evaluation of the Objective Function (OF) a 

complete simulation of the networkflow is necessary. The version used in this report is the 

DOS version whose data input and output are handled via text files. Most of the simulation 

time is used for processes of writing and reading the text files. The new version in 

development does not use files in text format and the processing time is expected be 

drastically reduced for this type of analysis. 

 

5 Conclusions and recommendations 

 

This report presents an application of evolutionary algorithms in multi-objective 

analysis for water resource management, as well as their integration into decision support 

systems such as AcquaNet and ModSim. Three multi-objective algorithms derived from 

Differential Evolution (MoDE-NS), Particle Swarm Optimization (MoPSO-NS) and Genetic 

Algorithm (NSGA-II) are used, which were implemented in the form of a decision support 

system that is applied to standard test problems, calibration of hydrological model and a 

complex water resources system. 

The DSS developed represents an extremely flexible tool that allows multi-objective 

analysis of generic problems with the possibility of integration with DSS such as AcquaNet 

ModSim, either by importing data networkflow from them or by direct integration, taking 

advantage of the network flow algorithms in solving large problems. 

Results of application to standard test problems and case studies show that the MoPSO-

NS and MoDE-NS presented slightly better results than NSGA-II. The non-uniform mutation 

operator used in the algorithms is important for better results, especially for application in 

more complex water resources systems, like the one used on our case study. The elitism 

operator is only important for the MoPSO-NS. 
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The computation structure (population structure and generation of offspring) used in 

MoDE-NS and MoPSO-NS is derived from the NSGA-II. This structure has proved very 

efficient in both algorithms, especially for MoPOS-NS, which results in some of the problems 

outperformed MoDE-NS and NSGA-II. In the MoDE-NS, it is important to note that the only 

strategy capable of producing good results, when applied to more complex problems, is 

DE/current-to-rand. 

The MoDE-NS and MOPSO-NS, along with the NSGA-II represent the state of the art 

available in MOEA, and its application is recommended for multi-objective analysis of water 

resources systems, since the problem does not have a large number of variables and / or 

restrictions. Case Study 2 showed that more efficient evolutionary algorithms are still needed. 

The limitation of the MOEAs in handling problems with large number of variables and 

constraints can be overcome with the integration to extremely network flow algorithms 

efficient as the Out-of-Kilter of AcquaNet or Relax IV of ModSim, as demonstrated in Case 

Study 3. This integration is also shows the great potential of MOEAs, since user can set any 

kind of objective function from the variables determined by the optimal network flow 

algorithm. 

MOEAs are undoubtedly an important and interesting alternative to the so call 

“classical” methods, but it is important to consider their limitations, mainly on the number of 

variables and constraints. Thus, smaller problems can be easily solved by the use of MOEA 

presented on this report. The Trade-off Graph (TG) is a very useful and interesting tool for 

visualization and analysis of non-dominated solutions, especially when the number of 

objectives is higher than three. The TG combines a coordinate system method and 

compromise programming to highlight the best or most robust solutions based on weights 

defined by the decision maker. 

The flexible nature of multi-objective evolutionary algorithms discussed in this report 
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and DSS developed represent important tools for managers and decision makers for 

management in complex systems considering multiple uses and explore potential solutions to 

conflicts arising from water use. 
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7 ANEX I – Decision Support System for Multi-Objective Analysis 

 

The Decision Support System described in this report is built for use on Windows XP or 

higher operation systems. It can be used for analysis of multi-objective problems and it’s free 

for education and personal use only.  

The source code for the algorithms is provided upon request to the author (Andre 

Schardong at andreschardong@gmail.com). The user interface (presented in this report) 

installer can be downloaded from www.andreschardong.com/MODSS/MODSSInstall.exe. 

The installation processes is very simple and straightforward. After first installation the UI 

mailto:andreschardong@gmail.com
http://www.andreschardong.com/MODSS
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will automatically check for new updates. 
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