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Abstract 24 

Wave and tide are important forcing factors that typically co-exist in coastal environments. A 25 

numerical study was conducted to investigate individual and combined effects of these forces on 26 

flow and mixing processes in a near-shore subterranean estuary. A hydrodynamic model based on 27 

the shallow water equations was used to simulate dynamic sea level oscillations driven by wave and 28 

tide. The oscillating sea levels determined the seaward boundary condition of the coastal aquifer, 29 

where variably-saturated, variable-density flow was modeled. The simulation results showed that 30 

waves induced an onshore upward tilt in the phase-averaged sea level (wave set-up). The resulting 31 

hydraulic gradient generated pore water circulations in the near-shore zone of the coastal aquifer, 32 

which led to formation of an upper saline plume (USP) similar to that formed due to tides. However, 33 

mixing of recirculating seawater in the USP with underlying fresh groundwater was less intensive 34 

under the high-frequency wave oscillations. In the case of combined forcing, wave-induced circula-35 

tions coupled with the intra-tidal flows strengthened the averaged, circulating pore water flows in 36 

the near-shore zone over the tidal period. The circulating flows increased exchange between the 37 

subterranean estuary and ocean, contributing 61% of the total submarine groundwater discharge for 38 

the simulated condition in comparison with the 40% and 49% proportions caused by the same but 39 

separate tidal and wave forcing, respectively. The combined forces also created a more extensive 40 

USP with the freshwater discharge zone shifted further seaward. The freshwater flow paths in the 41 

intertidal subterranean estuary were modified with a significant increase in the associated transit 42 

times. The interplay of wave and tide led to increased mixing between discharging fresh groundwa-43 

ter and recirculating seawater. These results further demonstrate the complexity of near-shore 44 

groundwater systems and have implications for future investigations on the fate of land-sourced 45 

chemicals in the subterranean estuary prior to discharge to the ocean. 46 

Keywords: ocean-land interaction; submarine groundwater discharge; near-shore processes; pore 47 

water flow; solute transport; coastal water quality 48 
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1. Introduction 49 

Currently more than 40% of the world population lives within 100 km from the coastline 50 

[Martínez et al., 2007]. The rapid development of coastal areas has increased the amount of pollu-51 

tants discharged into coastal seas. Traditionally surface water, flowing through rivers and estuaries 52 

to the sea, has been considered to be the main and often sole carrier of these pollutants [Moore, 53 

1999]. However, it is now widely recognized that submarine groundwater discharge (SGD) also 54 

provides a significant transport pathway for chemicals entering the marine environment [Moore, 55 

1996; Li et al., 1999; Robinson et al., 2007a; Moore, 2010]. Generally, the groundwater discharge at 56 

the shoreline comprises terrestrially derived freshwater (Qf) and recirculated seawater (SGR) [Ta-57 

niguchi et al., 2002], i.e., 58 

 SGD SGRfQ  (1)  59 

The SGR is composed of three major components due to density-driven flow (Qd), tidally-driven 60 

flow (Qt) and wave-induced flow (Qw) as shown in Fig. 1, i.e., 61 

 SGR = d t wQ Q Q  (2) 62 

On the subsurface pathway from the land source to the sea, pollutants are transported through a 63 

mixing zone similar to a surface estuary, hence called subterranean estuary [Moore, 1999]. The fates 64 

of pollutants in a subterranean estuary are determined by local flow, transport and reaction 65 

processes. 66 

Flows in a subterranean estuary are influenced by the forcing provided by the inland hydraulic 67 

gradient. In the absence of oceanic forces, fresh groundwater (carrying land-sourced chemicals) 68 

flows on top of a saltwater wedge (SW) prior to discharge to the ocean around the shoreline. A tran-69 

sition zone exists between the seawater in the saltwater wedge and the overlying freshwater, where 70 

the concentration of salt varies from the concentration of seawater to that of inland freshwater (Fig. 71 

1). Across the transition zone, hydrodynamic dispersion causes salt to disperse into the freshwater 72 

zone, which in turn drives the convective circulation through the wedge [Cooper, 1959]. This tran-73 
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sition/dispersion zone was traditionally considered as the primary area of mixing between dis-74 

charging fresh groundwater and recycling seawater in the subterranean estuary [Moore, 1999]. 75 

At most natural coasts, the subterranean estuary is also exposed to the influence of oceanic os-76 

cillations, including tides and waves. Tidal effects have been examined extensively in many recent 77 

studies based on numerical modeling [Prieto and Destouni, 2005; Mao et al., 2006; Brovelli et al., 78 

2007; Robinson et al., 2007a,b; Robinson et al., 2009; Li et al., 2008; Maji and Smith, 2009; Li et 79 

al., 2009], field measurements [Vandenbohede and Lebbe, 2005; Robinson et al., 2006] and labora-80 

tory experiments [Boufadel, 2000; Robinson and Li, 2004; Colbert et al., 2008; Anschutz et al., 81 

2009]. It has been revealed that tidal sea level oscillations induce relatively rapid recirculation of 82 

large amounts of seawater through the subterranean estuary, which contributes significantly to the 83 

SGD. Salt transport associated with the seawater recirculation leads to the formation of an upper 84 

saline plume in the intertidal region (USP in Fig. 1). Compared with the lower saltwater wedge, the 85 

USP acts as a potentially more important mixing and reaction zone, and thus may influence signifi-86 

cantly the fate of pollutants in the subterranean estuary. Under the tidal influence, the freshwater 87 

flows around the USP, lengthening the flow paths and in turn increasing the transit times along the 88 

paths [Robinson et al., 2007a]. 89 

Waves in the near-shore zone are another important oceanic forcing factor for the subterranean 90 

estuary. While waves induce instantaneous pore water flows in response to individual bores and 91 

wave run-up, these flows are rapidly attenuated in the beach sediment due to the high frequency [Li 92 

and Barry, 2000; Horn, 2006]. However, the phase-averaged effects of waves may strongly influ-93 

ence the near-shore groundwater behavior. As the wave breaks, the resulting energy dissipation and 94 

changes in the onshore radiation stress induce an onshore upward tilt in the mean sea level (MSL) 95 

(i.e., wave set-up as shown in Fig. 1; [Sorenson, 2006]). This creates hydraulic gradients on the 96 

beach surface, which drive circulations with seawater infiltrating the upper part of the beach and 97 

exiting the beach groundwater system near the wave-breaking point, as predicted analytically by 98 
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Longuet-Higgins [1983]. Through numerical simulations, Li and Barry [2000] found that wave 99 

run-up also contributes to the seawater circulation. Their study further showed that the circulation 100 

was affected by the beach groundwater table elevation relative to the MSL. However, both studies 101 

ignored density variations of pore water and associated density-dependent flows in the subterranean 102 

estuary. 103 

Moore’s [1996] field study showed that, in a large coastal area, SGD could amount to as much 104 

as 40% of the total river flow into the ocean. His estimate was inferred from a mass balance based 105 

on measurements of enriched radium-226 in the South Atlantic Bight. Younger [1996] argued that 106 

the recharge to the coastal aquifer was not sufficient to sustain such a high rate of SGD. The aquifer 107 

recharge alone could support only 4% of the estimated SGD. Subsequently, Li et al. [1999] pre-108 

sented a theoretical model of flow and chemical transport processes in subterranean estuaries. This 109 

model predicted that seawater circulation, caused by wave set-up and tide, may constitute up to 110 

96% of the total SGD. Recently Robinson et al. [2007a] simulated in detail the flow processes in a 111 

hypothetical, tidally influenced subterranean estuary and found that tide-induced and density-driven 112 

seawater circulations contributed, respectively, 45.5% and 19% of the total SGD. As discussed 113 

above, wave action is also likely to influence the subterranean estuary. Previous investigations of 114 

wave effects on the near-shore groundwater have focused on the behavior of groundwater table 115 

fluctuations [Turner et al., 1997; Nielsen, 1999; Cartwright et al., 2004]. A numerical study on the 116 

beach groundwater flow affected by high-frequency waves was recently carried out by Bakhtyar et 117 

al. [2010]. However, to our knowledge, the response of a subterranean estuary to waves has not 118 

been examined in terms of flow and transport characteristics. In particular, little is known about the 119 

role played by waves in controlling the mixing and exchange between freshwater and recirculated 120 

seawater in the subterranean estuary. Therefore, how waves affect the subterranean estuary remains 121 

an unresolved question. Moreover, as waves and tides co-exist at most natural coasts, understanding 122 

the interplay of both forces is essential for quantifying flow and solute transport processes in the 123 
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subterranean estuary. 124 

This numerical study aimed to examine and quantify the individual and combined effects of 125 

waves and tides on the pore water flow and salt transport in the near-shore zone of a subterranean 126 

estuary. BeachWin [Li et al., 2002], a near-shore wave model based on the shallow water flow equ-127 

ations, was used to simulate sea level oscillations driven by wave and tide. The simulated, oscillat-128 

ing sea levels were then used to define the seaward boundary condition of a variably-saturated, va-129 

riable-density flow model of the coastal aquifer, based on SUTRA [Voss and Provost, 2002]. Simu-130 

lations were conducted under various forcing conditions: without oceanic forcing, with only tidal 131 

forcing, with only wave forcing, and with combined wave and tidal forcing. The simulation results 132 

were analyzed to generate insight into the complex behavior of the subterranean estuary under the 133 

influence of waves separately and also in combination with tides. 134 

2. Mathematical models and simulations 135 

2.1. Governing equations and boundary conditions 136 

The model focused on the cross-shore section of a coastal aquifer, assuming negligible flow 137 

and solute transport in the alongshore direction (Fig. 1). The two-dimensional variably-saturated, 138 

variable-density flow is described by: 139 

 
( )W sS t q Q  (3a) 140 

with 
P

q K z
g

 
(3b) 141 

where q  is the Darcy flux [LT
-1

]; t  is the time [T]; K  is the hydraulic conductivity [LT
-1

]; 142 

 is the capillary pressure head [L]; WS  is the soil saturation [-];  is the soil porosity [-]; g is 143 

the magnitude of the gravitational acceleration [LT
-2

]; P  is the pore water pressure [ML
-1

T
-2

]; Q  144 

is the fluid source [L
3
T

-1
]; z  is the elevation [L]; s  is the density of fluid source [ML

-3
] and  145 

is the fluid density [ML
-3

] that varies with the salt concentration according to 0 C
C

, where 146 
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0  is the freshwater density [ML
-3

], C  is the salt concentration (mass fraction) [-], and 
C

 is 147 

used to describe the linear relationship between fluid density and salt concentration, and is given by: 148 

714.3
C

 kg m
-3

. 149 

Note that the sediment storativity due to the compressibility of fluid and sediment matrix is 150 

neglected in equation (3a). The standard method for quantifying the compressibility-induced sedi-151 

ment storativity is based on the assumption of constant total stress on the porous medium and hence 152 

e  (change of effective stress) = P  (change of pore water pressure) since T  (total stress) 153 

= e  (effective stress) + P  (pore water pressure). On the beach surface, fluctuations of pore water 154 

pressure with varying depths of overlying water would lead to changes of effective stress under the 155 

assumption of constant total stress, generating an artificial pressure wave through the elastic sedi-156 

ment. However, the total stress on the beach sediment is not constant and varies in the same way as 157 

the pore water pressure, thus giving an invariant effective stress (i.e., no expansion or contraction of 158 

sediment matrix). To account for the total stress variation and remove the artificial pressure wave, a 159 

tidal loading term needs to be incorporated into Richards’ equation [Reeves et al., 2000; Gardner 160 

and Wilson, 2006; Maji and Smith, 2009]. On the other hand, numerical tests [Xin et al., 2009] 161 

showed that if the saturated hydraulic conductivity of sediments is larger than 10
−6

 m/s, the com-162 

pressibility plays a negligible role in governing the groundwater flow in the sediment. Under such a 163 

condition, an alternative, simpler approach for dealing with the total stress variation is to neglect the 164 

compressibility terms in the governing equation, in which case the tidal loading modification for 165 

Richards’ equation is no longer required [Xin et al., 2009]. Given that the beach simulated here sa-166 

tisfies this condition, we adopted the second approach with the compressibility of fluid and sedi-167 

ment matrix neglected. 168 

Coupled with the pore water flow, the salt solute transport in the porous medium is governed 169 

by the transport equation: 170 
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*( )W W sS C t qC S C QCD
 

(4) 171 

where D  is the hydrodynamic dispersion tensor [L
2
T

-1
]; and *C  is the salt concentration of the 172 

fluid source [-]. The relative hydraulic conductivity and the soil saturation were calculated using the 173 

van Genuchten [1980] formulas: 174 

 

1

1
1

1 ( )

n

n

W Wres Wres n
S S S

+
 (5) 175 

 

2
1

* 1 2 * 1( ) 1 1

n

n n

n

S W WK K S S  with *

1

W Wres

W

Wres

S S
S

S
 (6) 176 

where SK  is the saturated hydraulic conductivity [LT
-1

]; WresS is the residual water saturation [-]; 177 

and  [L
-1

] and n  [-] are constants. 178 

In the present paper, the x-z co-ordinate origin was set at the mean shoreline. Coordinates of 179 

reference points of the model domain are given in Table 1. The aquifer thickness was 30 m at the 180 

mean shoreline, decreased offshore due to the sea bed slope and increased landward with the rising 181 

mean groundwater table. No areal recharge to or evapotranspiration from the aquifer was consi-182 

dered and hence no water or solute flux occurred across the boundary AF (Fig. 1). The aquifer base, 183 

BC, was assumed to be impermeable (zero flux). The inland boundary AB, was set far from the 184 

shore (much further landward than the subterranean estuary) and located at x = -150 m. This boun-185 

dary was specified with a freshwater discharge (Qf) of 2.1 m
3
/d per unit width and a background salt 186 

concentration of 1 ppt (parts per thousand, i.e., grams of salt per kilogram of solution). To enable 187 

comparison between studies, the Qf adopted was the same as that used in the previous modeling 188 

study of Robinson et al. [2007a]. The seaward boundary DC was also set sufficiently far from the 189 

shoreline so that it would not affect the simulation results for the near-shore subterranean estuary. In 190 

the simulations presented here, DC was located at x = 50 m and specified as no flux boundary (wa-191 

ter and solute). The boundary condition on the aquifer-ocean interface (DEF) depended on the sea 192 

surface elevation, which fluctuated with wave and tide. Below the sea surface, the (submerged) 193 
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boundary nodes were prescribed by hydrostatic pressure according to the local water depth given by 194 

the sea level. Above the sea surface, two cases were considered: (1) if the (exposed) nodes were 195 

saturated at the previous time step, they were taken as seepage face nodes with local pressure equal 196 

to the atmospheric pressure (i.e., P = 0); and (2) if the nodes were unsaturated, they were treated as 197 

part of a no flow boundary (more details can be found in Xin et al., [2009]).For salt transport, the 198 

seawater concentration (35 ppt) applied where inflow (to the aquifer) occurred and zero concentra-199 

tion gradient was specified at nodes with outflow (from the aquifer). 200 

2.2. Simulation of sea surface oscillations using BeachWin 201 

To determine the boundary condition on the aquifer-ocean interface (DEF) as discussed above, 202 

BeachWin [Li et al., 2002] was used to simulate the sea surface oscillations driven by wave and tide. 203 

This model is based on the depth-averaged shallow water equations [Hibberd and Peregrine, 1979]: 204 

 
( ) 0

h
hu

t x
 (7a) 205 

 2 21
( ) ( ) tan( )

2
hu hu gh gh

t x
 (7b) 206 

where h  and u  are the depth [L] and depth-averaged flow velocity [LT
-1

] of the seawater, respec-207 

tively;  is the beach angle [-]; and x  is the horizontal coordinate with the origin defined at the 208 

intersection of the beach surface with the averaged mean sea level [L]. 209 

A prescribed incoming wave was combined with the tide and reflective wave (calculated from 210 

the numerical solution based on the linear wave theory) to determine the seaward boundary condi-211 

tions for the wave model [Kobayashi et al., 1987], i.e., 212 

 ( ) sin( ) sin( )MSL t t w wH t Z A t A t  (8) 213 

where ( )H t  is the deep water sea level, oscillating with wave and tide [L]; MSLZ  is the averaged 214 

mean sea level [L]; tA  and wA  [L] are the amplitudes of the tide and wave, respectively; t  and 215 

w  [T
-1

] are the angular frequencies of the tide and wave, respectively ( 2 /T  with T  being 216 
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the period [T]). The landward boundary was the moving shoreline. An extrapola-217 

tion-correction-smoothing procedure developed by Hibberd and Peregrine [1979] was applied to 218 

determine the moving shoreline for every time step. With these boundary conditions, equations (7) 219 

were solved to predict the oscillating sea surface elevations in the near-shore zone. 220 

2.3. Parameter values used in the simulations and approaches of coupling wave and tide 221 

The model setup was largely similar to that used by Robinson et al. [2007a] except for the 222 

wave forcing condition and unsaturated flow. The aquifer with a sloping beach (slope = 0.1) was 223 

assumed to be isotropic and homogeneous with SK  = 10 m/d,  = 0.45, longitudinal dispersivity 224 

L  = 0.5 m and transverse dispersivity T  = 0.05 m. WresS  was set to 0.1 while the van Genuchten 225 

[1980] water retention parameters n and  were set to 14.5 m
-1

 and 2.68, respectively. These para-226 

meter values are representative of sands [Carsel and Parrish, 1988] commonly encountered in 227 

near-shore aquifers. 228 

Four cases with different oceanic forcing conditions were simulated, where the coastal boun-229 

daries were respectively subjected to the influence of: 230 

Case 1, a static (constant) sea level; 231 

Case 2, a semi-diurnal ( tT = 12 h) tide with amplitude tA  = 1 m; 232 

Case 3, a typical swell wave with a period wT  = 10 s and amplitude wA  = 0.2 m; and 233 

Case 4, combined wave ( wT  = 10 s; wA  = 0.2 m) and tide ( tT  = 12 h; tA  = 1 m). 234 

The combined effects of wave and tide on the sea level were simulated explicitly by the wave 235 

model (BeachWin), which provided predictions of sea level oscillations at very small time steps 236 

(~0.01 s) within each wave cycle over the tidal period. To apply directly such high-frequency oscil-237 

lations to drive the simulation of the variably-saturated, variable-density groundwater flow in the 238 

near-shore zone would require use of small time steps in the SUTRA-based subterranean estuary 239 

model. On the other hand, the simulation needs to run for a very long time to resolve the tidal oscil-240 
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lations. This resulted in an extremely high computational cost, which prohibited the direct 241 

(phase-resolving) simulation. Therefore, a phase-averaged approach was explored. With this ap-242 

proach, the simulated dynamic sea levels were averaged over the wave period to generate 243 

phase-averaged sea levels. These averaged sea levels, which contained the wave set-up effect and 244 

fluctuated with the tide, were then set as the boundary condition on the aquifer-ocean interface to 245 

drive the flow model of the subterranean estuary. We conducted the Case 3 simulation using both 246 

phase-resolving (i.e., considering the dynamic wave process) and phase-averaged sea levels to de-247 

fine the seaward boundary condition. Similar results were obtained, suggesting that the main wave 248 

effect on the subterranean estuary is due to wave set-up and thus the phase-averaged approach, re-249 

taining this key effect, provides an effective and efficient way of representing the wave forcing, 250 

especially in combination with the tide (detailed discussion in Section 3.1). 251 

The model was run with a time step of 10 s (one wave cycle) for all simulations except Case 3 252 

with the phase-resolving approach, which used a relatively small time step (~0.1 s, 10 times the 253 

time step used in the BeachWin-based wave simulation). The same mesh generated with 31,191 254 

nodes and 30,080 elements was used in all cases. Typically, the local mesh around the aqui-255 

fer-ocean interface (where the USP was expected to form) was refined with 0.33x  m and 256 

0.1z  m. As suggested by Voss and Provost [2002], the stability criterion based on the Péclet 257 

number ( 4eP ) was enforced in the simulations to avoid numerical oscillations. A series of numer-258 

ical tests with time steps and mesh sizes reduced sequentially were conducted to ensure that the 259 

simulation results were independent of time step and mesh size, and thus can be considered as con-260 

verged numerical solutions to the mathematical model. 261 

Following the approach by Robinson et al. [2007a], the model was initially run to the steady 262 

state with a static sea level (ZMSL). Oceanic forcing was then introduced according to the case simu-263 

lated. The model was run for a sufficiently long time to reach the quasi-steady state (i.e., the peri-264 

odic solution) with respect to both heads and concentrations. The test on the quasi-steady state was 265 
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based on changes in heads (similarly for concentrations) over a given cycle (tidal period) evaluated 266 

at a set of representative points within the domain being less than 10
-4

 m. For example, for Case 2 267 

with the tide, heads reached the quasi-steady state approximately 200 d after the simulation started, 268 

but the quasi-steady state for concentrations took approximately 600 d. 269 

3. Simulation results and discussions 270 

3.1. Wave effects: Circulating flows, and salt transport and distribution 271 

Wave transformation in the near-shore zone is a non-linear process, which leads to wave stee-272 

pening and breaking. As a result of wave breaking and subsequent wave energy dissipation, the av-273 

eraged sea level over the wave period tilts upward in the onshore direction (i.e., the wave set-up). 274 

Longuet-Higgins [1983] demonstrated analytically that wave set-up induces pore water circulation 275 

underneath the beach. Li and Barry [2000] and Bakhtyar et al. [2010] simulated numerically dy-276 

namic responses of beach groundwater to wave and found similar circulation patterns in the aver-277 

aged groundwater flow field. Here, we examined further the wave effects on the near-shore 278 

groundwater flow behavior, taking into account variable densities due to salt transport. Both the 279 

phase-resolving and phase-averaged approaches were adopted to distinguish the relative importance 280 

of the time-averaged wave effects and instantaneous wave-induced flow oscillations. 281 

The instantaneous pore water flows in the near-shore zone, simulated with the phase-resolving 282 

approach, are shown in Fig. 2. The dynamic nature of the flow was clearly evident. Driven by hy-283 

draulic gradients associated with the fluctuating sea surface, the pore water flow oscillated. The 284 

overall flow was also characterized by spatial patterns with persistent inflow and outflow near the 285 

maximum wave run-up and wave-breaking point, respectively. Large hydraulic gradients associated 286 

with steep wave fronts generated shallow circulation cells that moved across the beach as the wave 287 

ran up and down (Figs. 2c-2f). These moving, localized circulations, observed previously by Li and 288 

Barry [2000], did not cause significant net flux since the influx and efflux across the aquifer-ocean 289 

interface largely canceled out. The phase-averaged flow field and sea surface elevation, calculated 290 
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from the instantaneous results, exhibited a distinctive circulation cell and onshore tilt of the sea sur-291 

face, which were evidently linked (Fig. 3a). 292 

The phase-averaged approach neglected the dynamic sea level oscillations and instead used the 293 

averaged sea surface elevation to specify the seaward boundary condition of the subterranean estu-294 

ary model. However, the predicted flow, also characterized by a circulation pattern, closely resem-295 

bled the averaged flow from the phase-resolving simulation (Fig. 3a). The total circulation rate 296 

based on the phase-averaged approach was calculated to be 2.23 m
3
/d per unit width, reasonably 297 

close to that predicted using the phase-resolving approach, 2.53 m
3
/d per unit width (Table 2). 298 

Moreover, salt transport associated with the circulating flow (i.e., seawater recirculation) formed 299 

similar salt distributions in the near-shore zone for both modeling approaches. In particular, the up-300 

per saline plumes generated by the circulation in both cases appeared to have the same extent, in-301 

cluding similar saltwater-freshwater mixing zones. The similarity was demonstrated in the compar-302 

ison of the contours of the predicted salt concentrations from the phase-resolving and 303 

phase-averaged simulations (Fig. 3b). The wave-induced flow oscillations as predicted by the 304 

phase-resolving simulation slightly increased the landward extent of the circulation cell and wi-305 

dened a little the mixing zone near the discharge area (wave-breaking point). Except for these rela-306 

tively small differences in the near-surface areas, the concentration contours predicted by both ap-307 

proaches virtually overlapped, suggesting that instantaneous wave-induced flow oscillations did not 308 

affect significantly the circulating flow and associated salt transport. Therefore, the dominant wave 309 

effect was well captured by the wave set-up of the averaged sea surface (note that the wave run-up 310 

effect was also included in determining the tilt of the averaged sea surface). 311 

To further examine the wave effects on the subterranean estuary, we compared the simulation 312 

results discussed above with those from Cases 1 and 2 (Fig. 4). In the absence of oceanic forcing 313 

(Case 1), the classical salt distribution was simulated with fresh groundwater overlying the saltwater 314 

wedge. Mixing between fresh groundwater and seawater occurred in the dispersion zone of the 315 
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wedge. With the forcing imposed by tide (Case 2) and wave (Case 3), the salt distribution in the 316 

subterranean estuary changed significantly with the formation of the USP near the beach surface 317 

(Figs. 5 and 6). The tidal simulation results were similar to those of Robinson et al. [2007a], who 318 

modeled the same condition. The USPs in both cases were associated with seawater recirculation 319 

driven by phase-averaged hydraulic gradients at the beach surface (i.e., the aquifer-ocean interface). 320 

In the wave case, the averaged hydraulic gradients were linked to the onshore upward tilt of the 321 

averaged sea surface, which led to increases in hydraulic heads at the boundary from the 322 

wave-breaking point to the maximum wave run-up (Fig. 7). The rate of the spatial head increase, 323 

given by the onshore slope of the averaged sea surface, was estimated to be around 0.032. Due to 324 

seepage face and non-linear effects of tidal forcing on the sloping beach, similar hydraulic gradients 325 

were also generated by the tide acting on the sloping beach. Averaged hydraulic heads at the beach 326 

surface, calculated based on the tidal simulation results, exhibited an onshore increase at a rate of 327 

0.033 within the intertidal zone (Fig. 7). Although the rates of the spatial head increase, representing 328 

the magnitude of the hydraulic gradients at the boundary, were similar in both cases, the extent of 329 

the intertidal zone was greater than that of the combined surf and swash zone, resulting in a more 330 

extensive USP in the tidal case. Nevertheless, the mechanism of the circulation and USP formation 331 

was the same in the tidal and wave cases, both driven by the averaged head gradient at the aqui-332 

fer-ocean interface. It is interesting to note that the formation of the USP pushed the lower saltwater 333 

wedge offshore. This phenomenon was also observed by Robinson et al. [2007a]. The extent of the 334 

offshore shift of the wedge corresponded with the size and location of the USP. 335 

Despite the similarity, the wave- and tide-induced USPs differed significantly in the thick-336 

nesses of their mixing zones. While the wave did not seem to induce significant mixing of the re-337 

circulating seawater in the USP with underlying fresh groundwater, the tidal oscillations intensified 338 

the mixing and led to thickening of the USP’s mixing zone (and that of the saltwater wedge). In 339 

both cases, the oceanic forcing induced pore water flow oscillations in the near-shore area. Such 340 
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flow oscillations may enhance the mixing with an increased (apparent) dispersion coefficient. Based 341 

on the turbulence dispersion concept [Fischer et al., 1979], we suggest that the increased mixing 342 

intensity or apparent dispersion coefficient (Da) is related to, 343 

 Da  utc (9) 344 

where u and tc are the variance and characteristic time scale of the flow oscillations, respectively, 345 

with tc determined by the period of the oscillations. As an example, we show the oscillating flow 346 

velocities at a central location of the USP’s mixing zone for both the wave and tidal cases (Fig. 8). 347 

Flow oscillations in both cases were of similar magnitudes. Based on the results, the variance of the 348 

flow oscillations was calculated to be 0.012 m
2
/d

2
 in the horizontal direction and 0.014 m

2
/d

2
 in the 349 

vertical direction for the wave case, and 0.250 m
2
/d

2
 (horizontal) and 0.018 m

2
/d

2
 (vertical) for the 350 

tidal case. Given that the wave period (10 s) is much smaller than the tidal period (12 h), the mixing 351 

induced by wave oscillations would be expected to be much weaker than that caused by tidal oscil-352 

lations, resulting in a much narrower mixing zone. 353 

In summary, the wave effect on the subterranean estuary is mainly manifested as circulations 354 

and associated USP driven by hydraulic gradients due to wave set-up (phase-average effect). The 355 

flow oscillations induced by the high frequency wave does not significantly enhance mixing be-356 

tween the recirculating seawater in the USP and freshwater underneath. It should be noted that, in 357 

the simulations, the incoming wave has been assumed to be monochromatic and of the same wave 358 

height. In reality, random waves of temporally variable height and period would induce longer pe-359 

riod flow oscillations, which may intensify the salt and fresh water mixing. 360 

3.2. Combined effects of wave and tide: Circulating flows, and salt transport and distribution 361 

As demonstrated above, the phase-averaged approach provided an effective representation of 362 

the key wave effect on the subterranean estuary. This approach enabled the simulation of Case 4 363 

with combined wave and tide forcing, which would be difficult using the phase-resolving approach 364 

due to the enormous computational demand. Based on the phase-averaged approach, sea surface 365 
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elevations averaged over the wave period were calculated from the oscillating sea surface predic-366 

tions by the BeachWin-based wave model. Averaged sea surface elevations, containing the wave 367 

set-up effect and fluctuating with the tide, were then used to drive the coastal groundwater model. 368 

The results show that while the wave-induced circulation persisted during most of the tidal pe-369 

riod, it interacted and merged with the intra-tidal flows (Fig. 9). The combined forcing strengthened 370 

the pore flows in the beach. This led to a circulation zone with an increased extent and higher flow 371 

rates compared with the results from the cases with separated tide and wave forcing. This is evident 372 

by comparing the averaged flow field over the tidal period and the salt distribution (Fig. 10). The 373 

USP extended further landward by 5.8 m and seaward by 7.3 m compared with the tidally generated 374 

USP. The horizontal expansion of the USP was accompanied by a vertical deepening by 6.3 m. Such 375 

expansion was linked to the changes in the forcing condition on the boundary. We computed the 376 

averaged hydraulic head at the beach surface. Again the results display the head variations (gra-377 

dients) that drove the circulation (Fig. 7). Moreover, with wave and tide combined, the forcing zone 378 

(with onshore gradients) expanded both landward and seaward, corresponding with the expansion 379 

of the USP. The landward expansion was due to the wave action (set-up and run-up) above the high 380 

tide mark at the high tide whereas the seaward shift was due to wave breaking offshore of the low 381 

tide mark at the low tide. With the USP expansion, the lower saltwater wedge retreated further sea-382 

ward (Fig. 10). 383 

The thickness of the USP mixing zone did not change significantly compared to the case with 384 

only tidal forcing, suggesting that the mixing intensity was largely controlled by the tide-induced 385 

flow oscillations. With the expansion of the USP, the mixing zone area increased; therefore mixing 386 

of the recirculating seawater in the USP and underlying fresh groundwater was enhanced by the 387 

combined forcing. However, the opposite effect occurred in the mixing zone of the saltwater wedge 388 

with a reduced thickness, compared with the tidal case. This may be due to the influence of the am-389 

bient fresh groundwater flow. Obstructed by the USP, the freshwater flow path changed significant-390 
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ly with reduced flow areas and increasing flow speeds as it approached the beach surface. This 391 

steepened the interface of the saltwater wedge, which might have contributed to the thinning of the 392 

mixing zone. Also as a consequence, the potential salt transport capacity of the groundwater adja-393 

cent to the mixing zone increased. As the salt supply by the density-driven convection was limited, 394 

the increased salt transport capacity could also lead to the reduction of the mixing zone thickness. 395 

3.3. Effects on transport path and time 396 

The individual and combined effects of wave and tide on particle travel paths and times in the 397 

subterranean estuary were also examined. Following the method used by Robinson et al. [2007a], 398 

the phase-averaged flow field was used to determine the particle travel path and calculate the time it 399 

takes for a particle to travel from a certain location to the boundary of the system. For Cases 2 and 3, 400 

the particle travel path and time were also calculated using the instantaneous flow field and these 401 

were compared with the results given by the phase-averaged flow field. Both the travel path and 402 

time provide valuable information about the likelihood and extent of the particle’s contact with oth-403 

er “particles”, including different chemicals on the solid surface, and in the fresh groundwater and 404 

recirculating seawater. Such information is crucial for understanding the fate and distribution of 405 

chemicals in the system [Zimmerman, 1976]. 406 

Following Robinson et al. [2007a], particles were placed at x = -55.3 m over the depth to track 407 

the particle behavior in the freshwater zone. This initial location was treated as the landward boun-408 

dary of the subterranean estuary where the tidal signal is damped to 2% of the tidal sea level oscil-409 

lations [Robinson et al., 2007a]. Particles were also placed on the beach surface in the inflow areas 410 

to examine the particle travel path and time in the USP and lower saltwater wedge. These results are 411 

shown in Figs. 4-6 and 10. 412 

In the freshwater zone, particle travel paths were modified significantly due to the USP forma-413 

tion by oceanic forcing. The travel paths, particularly for the shallow groundwater, were pushed 414 

downwards by the USP and the freshwater discharged further offshore compared with the static case 415 
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(Case 1). Both effects led to lengthening of particle travel paths and increased travel times. The ex-416 

tent of the path and time lengthening depended on the size of the USP, with the maximum occurred 417 

in the case of combined wave and tide forcing where the size of the USP was also the largest. Par-418 

ticles travelling through the USP had much shorter transit times than those in the freshwater zone 419 

(by an order of magnitude). The transit time varied slightly for the different oceanic forcing but for 420 

all cases with oceanic forcing, seawater recalculating through the USP was characterized by a short 421 

transit time. The relatively rapid recirculation of seawater through the USP provides an important 422 

mechanism for transporting chemicals of marine origin to the subterranean estuary. Coupled with 423 

mixing across the dispersion zone, this transport mechanism may strongly control the fate of 424 

land-derived chemicals in the estuary prior to discharge to the ocean. In contrast, the times for par-425 

ticles to move through the saltwater wedge were significantly greater (2-3 orders of magnitude dif-426 

ference compared with the transit times in the USP). Such long transit times imply much less influ-427 

ence on the chemicals in the subterranean estuary by recirculating seawater through the lower saline 428 

wedge. 429 

To examine the effect of flow oscillations on the particle travel path and time, we also com-430 

puted both quantities based on the instantaneous flow field for Cases 2 and 3. The particle was in-431 

itially placed at x = 0 m and z = -7 m for Case 2 and x = -1 m and z = -5 m for Case 3, both inside 432 

the mixing zone of the USP. The results show that while the instantaneous trajectory of the particle 433 

meandered around the mean travel path (based on the phase-averaged flow field), the two pathways 434 

largely overlapped and gave similar travel times (Fig. 11). This indicates that the averaged flow 435 

field can be used to investigate the transport pathway and time of chemicals in the subterranean 436 

estuary subjected to tidal and wave forcing. The oscillatory displacement of the particle from the 437 

mean travel path however may lead to mixing in areas where solute concentration gradients exist 438 

[Smith et al., 2005]. As discussed in Section 3.1, a statistical parameter for characterizing such dis-439 

placement and mixing is utc. This parameter suggests that for a given similar magnitude of flow 440 
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oscillations, longer period oscillations are likely to induce more significant mixing. The high fre-441 

quency (small period) flow oscillations induced by waves caused much smaller displacement of the 442 

particle from its mean travel path (Fig. 11b) compared with the tidal oscillations (Fig. 11a), and 443 

therefore did not increase much the salt-freshwater mixing in the dispersion zones of the USP and 444 

saltwater wedge (Fig. 6). 445 

3.4. Effects on groundwater fluxes and recirculation rates 446 

To further examine the effects of wave and tide on the subterranean estuary, the water and salt 447 

fluxes across the aquifer-ocean interface were calculated. Daily local influx and efflux across the 448 

interface were calculated by integrating the simulated fluxes over the oscillation period: wave pe-449 

riod for Case 3 using the phase-averaged approach and tidal period for Cases 2 and 4. Based on the 450 

integrated local fluxes (Figs. 12 and 13), the beach surface can be divided to three different zones: 451 

(1) freshwater discharge zone (FD) where only water outflow occurred (i.e., water influx = 0) with 452 

little salt flux; (2) upper circulation zone (UDC) landward of the FD, driven by wave (WDC), tide 453 

(TDC) or both (WTDC); and (3) lower density-driven circulation zone (DDC) offshore of the FD. 454 

The division of the zones is essentially consistent with the salt distribution near the beach surface 455 

except for the small border areas between FD and UDC, and FD and DDC, where mixing of dis-456 

charging freshwater and recirculating seawater occurred (Figs. 12 and 13). 457 

The flux pattern in Case 1 was relatively simple with a dominant efflux in the discharge zone 458 

accompanied by small amount of influx in the off-shore area due to the density-driven circulation. 459 

The efflux was largely composed of fresh groundwater with a small amount of seawater provided 460 

by the circulation (Fig. 12a). Under oceanic forcing, both the influx and efflux patterns changed 461 

dramatically. In all cases (2, 3 and 4), significant influxes occurred in the upper region of the UDC. 462 

These influxes were balanced by effluxes on the lower region of the UDC as evident in the 463 

net-fluxes, an expected result since both fluxes were parts of the same circulation system. The spa-464 

tial extent of the UDC zone varied with the forcing as discussed previously and corresponded with 465 
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the spatial extent of the USP along the aquifer-ocean interface. In contrast with the UDC, the lower 466 

circulation zone experienced comparatively small fluxes for all cases. 467 

To examine further the effects of oceanic forcing on the exchange between the subterranean 468 

estuary and ocean, we calculated the total effluxes from the UDC, FD and DDC, which combined to 469 

give the total SGD. The results listed in Table 2 show that oceanic forcing induced large discharges 470 

from the upper circulation zone and contributed significantly to the total SGD. In Case 3 where 471 

waves alone provided the forcing, the wave-induced seawater recirculation constituted 49% of the 472 

total SGD, comparable to the contribution by the tidal forcing (40%, which is slightly less than that 473 

calculated by Robinson et al. [2007a], possibly due to the seepage face included in the present mod-474 

el). When wave and tide acted together (Case 4), this portion increased to 61%. The combined ef-475 

fect of the two forces was not simple addition but with modulation. Nevertheless, the combined 476 

forcing further enhanced the exchange across the beach surface. The oceanic oscillations also in-477 

creased the discharge associated with the density-driven circulation. This effect is likely to be re-478 

lated to the influence of the USP on the saltwater wedge as well as the increased mixing in the dis-479 

persion zone of the wedge under oceanic forcing [Cooper, 1959; Robinson et al., 2007a]. 480 

Total fluxes integrated across the beach zone were also calculated over the tidal cycle (Figs. 14 481 

and 15). While both inflow and outflow could occur simultaneously at different locations across the 482 

beach, the total flux integrated over the entire beach zone had a principal direction: influx dominat-483 

ed between mid and high tides, and efflux for the remainder of the tidal period. The period over 484 

which efflux from the beach dominated was greater than the influx period. This asymmetry is con-485 

sistent with the net outflow given by the freshwater discharge. Again the enhancement of the ex-486 

change provided by the combined forcing is clearly evident. 487 

4. Conclusions 488 

High frequency waves are an important and common oceanic forcing on coastal environments. 489 

Despite previous studies on wave-induced beach groundwater flow, the influence of waves on the 490 
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behavior of subterranean estuaries is not well understood. Difficulties with measurements of high 491 

frequency signals hinder to some extent field investigations on wave effects and underlying 492 

processes. Similarly, numerical simulations of the system are challenged by enormous computa-493 

tional costs to resolve the high frequency oscillations, especially when the low frequency tide is also 494 

involved. In this study, we coupled two existing models to simulate the variably-saturated, varia-495 

ble-density flow in a subterranean estuary subjected to wave forcing alone and in combination with 496 

tide. A phase-averaged approach was introduced to facilitate the simulations with the combined 497 

wave and tidal forcing. 498 

The simulation results showed that waves induced an onshore upward tilt in the 499 

phase-averaged sea level (wave set-up) and the resulting hydraulic gradient generated pore water 500 

circulations in the near-shore zone of the subterranean estuary. The circulations led to an upper sa-501 

line plume similar to that due to tides. However, mixing of recirculating seawater in the USP with 502 

underlying fresh groundwater was much less intensive under the high-frequency wave oscillations 503 

compared with tidal fluctuations. Comparison between the phase-resolving and phase-averaged 504 

simulations demonstrated that the wave effect on the subterranean estuary was predominantly con-505 

trolled by wave set-up, which was well represented by the phase-averaged approach. High frequen-506 

cy wave-induced flow oscillations simulated with the phase-resolving approach did not significantly 507 

change the mean flow or the salt-freshwater mixing. Therefore, the phase-averaged approach was 508 

adequate for simulations of the wave effects on the near-shore groundwater flow and transport 509 

processes. 510 

In the case of combined forcing, wave-induced circulations coupled with the intra-tidal flows 511 

strengthened the averaged, circulating flows over the tidal period. These circulations increased ex-512 

change between the subterranean estuary and ocean, contributing 61% of the total submarine 513 

groundwater discharge for the simulated condition in comparison with the 40% and 49% propor-514 

tions caused by individual tidal and wave forcing, respectively. The combined forces also created a 515 
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more extensive USP with the freshwater discharge zone shifted further seaward. The freshwater 516 

flow paths in the intertidal subterranean estuary were altered with a significant increase in the asso-517 

ciated transit times. The interplay of waves and tides led to intensified mixing between discharging 518 

fresh groundwater and recirculating seawater. These results demonstrate further the complexity of 519 

near-shore groundwater systems subjected to oceanic forcing and indicate the need to consider dy-520 

namic forcing including waves in studies of the fate of chemicals in subterranean estuaries. 521 

The study has assumed a constant incoming wave condition over a semi-diurnal tide. In reality, 522 

both wave height and period tend to vary with time randomly, following certain statistical distribu-523 

tions. Such random waves are likely to induce pore water flow oscillations of periods longer than 524 

the primary wave period, which in turn may modify the circulating flows in the USP and lower 525 

saltwater wedge, and increase salt-freshwater mixing. The model also assumed a homogeneous, 526 

isotropic subterranean estuary. Heterogeneity would complicate further the flow and transport 527 

processes. Other factors that are likely to influence how the subterranean estuary responds to ocea-528 

nic forcing include irregular beach morphology, multiple tidal constituents (e.g., spring-neap tides), 529 

long period sea level oscillations, and seasonal variations of the inland hydraulic head and freshwa-530 

ter discharge. All these gaps point to directions for further studies on the dynamics of the subterra-531 

nean estuary. This work, having shed light on the wave effect with and without the tidal modulation, 532 

provides a sound basis for these future studies. 533 
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Notation 637 

A  amplitude [L] 638 

C  salt concentration [-] 639 

*C  salt concentration of the fluid source [-] 640 

D  hydrodynamic dispersion tensor [L
2
T

-1
] 641 

g  magnitude of the gravitational acceleration [LT
-2

] 642 

H  deep water sea level [L] 643 

h  water depth [L] 644 

SK  saturated hydraulic conductivity [LT
-1

] 645 

( )K  hydraulic conductivity [LT
-1

] 646 

n  van Genuchten constant for water retention curve [-] 647 

P  pore water pressure [ML
-1

T
-2

] 648 

Q  fluid source [L
3
T

-1
] 649 

dQ   density-driven flow discharge per unit width [L
2
T

-1
] 650 

fQ   terrestrially derived fresh water discharge per unit width [L
2
T

-1
] 651 

tQ   tidally-driven flow discharge per unit width [L
2
T

-1
] 652 

wQ   wave-induced flow discharge per unit width [L
2
T

-1
] 653 

q  Darcy flux [LT
-1

] 654 

WS  water saturation [-] 655 

WresS  residual water saturation [-] 656 

T  period [T] 657 

t  time [T] 658 

u  depth-averaged flow velocity [LT
-1

] 659 

x  horizontal coordinate [L] 660 

z  elevation [L] 661 

MSLZ  mean sea level [L] 662 

        van Genuchten constant for water retention curve [L
-1

] 663 

L         longitudinal dispersivity [L] 664 

T         transverse dispersivity [L] 665 

        beach angle [-] 666 

 angular frequency [T
-1

] 667 
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 soil porosity [-] 668 

 fluid density [ML
-3

] 669 

0  freshwater density [ML
-3

] 670 

s  density of fluid source [ML
-3

] 671 

 capillary pressure head [L]672 
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List of figures 673 

Fig. 1 Conceptual diagram of a subterranean estuary including major near-shore flow 674 

processes (after Robinson et al. [2007a]): (1) density-driven circulation, (2) tide-induced 675 

circulation, (3) circulation driven by wave set-up and (4) inland fresh groundwater dis-676 

charge. The landward boundary of the subterranean estuary is defined by the characte-677 

ristic length of tidal wave propagation in the aquifer. Boundary ABCDEF represents the 678 

model domain.  679 

Fig. 2 Simulated flow fields during wave run-up (a, elapsed time 0 s; b, elapsed time 2.5 s) and 680 

run-down (c, elapsed time 5 s; d, elapsed time 7.5 s). Salt concentrations (in ppt) are al-681 

so given in the figure. (e) and (f) are enlarged figures for the wave-front shown in (c) 682 

and (d), respectively. 683 

Fig. 3 (a) Comparison between the averaged flow field given by the phase-resolving simula-684 

tion (white arrows) and the flow field predicted with the phase-averaged approach 685 

(black arrows). Salt concentrations from the phase-averaged simulation (in ppt) are also 686 

shown. The dotted line indicates the phase-averaged nearshore sea water surface. (b) 687 

Change of the upper saline plume and the saltwater wedge (indicated by arrows) from 688 

the phase-averaged simulation result (thin lines) to the phase-resolving simulation result 689 

(thick lines). Contours of 90% and 10% of the seawater salt concentration are shown. 690 

Fig. 4 Salt concentrations (in ppt) and particle path lines for Case 1 (static). Numbers at the 691 

path lines indicate the travel times in days. The dotted line indicates the coastal water 692 

level. 693 

Fig. 5 Salt concentrations (in ppt) and particle path lines at the quasi-steady state (based on 694 

phase-averaged flow) for Case 2 (tide). Numbers at the path lines indicate the travel 695 

times in days. The two dotted lines indicate the extent of the intertidal zone. 696 

Fig. 6 Salt concentrations (in ppt) and particle path lines (based on the phase-averaged simula-697 
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tion) for the Case 3 (wave). Numbers at the path lines indicate the travel times in days. 698 

The dotted line indicates the averaged sea level. 699 

Fig. 7 Phase-averaged hydraulic heads at the beach surface for Case 2 (dashed line), Case 3 700 

(triangles) and Case 4 (circles). The solid line shows the beach surface. The arrow indi-701 

cates the wave-breaking point. 702 

Fig. 8 Variations of pore water velocities with time. (a) for the dynamic wave. The observation 703 

point is at the center of the USP (x = -1 m and z = -5 m); (b) for the tide. The observa-704 

tion point is at the center of the USP (x = 0 m and z = -7 m). 705 

Fig. 9 Simulated flow fields for Case 4 at the rising tide (a, elapsed time 0 h), high tide (b, 706 

elapsed time 3 h), falling tide (c, elapsed time 6 h) and low tide (d, elapsed time 9 h). 707 

For comparison, the flow fields for Case 2 are given in Figures e-h. The dashed line in-708 

dicates the sea level. 709 

Fig. 10 (a) Salt concentrations (in ppt) and particle path lines (based on phase-averaged flow) 710 

for Case 4 (combined wave and tide). Numbers at path lines indicate the travel times in 711 

days. The two dotted lines indicate the extent of the intertidal zone, affected by wave 712 

action. 713 

Fig. 11 Particle paths calculated using the phase-averaged flow field (solid line) and instanta-714 

neous flow field (circles). (a) for the tide (particle initially placed at x = 0 m and z = -7 715 

m); and (b) is for the dynamic wave (particle initially placed at x = -1 m and z = -5 m). 716 

Fig. 12 Net water influx and efflux rates per unit width along the aquifer-ocean interface. (a), 717 

static; (b), wave; (c) tide and (d), combined wave and tide. FD is the freshwater dis-718 

charge zone. 719 

Fig. 13 Net salt influx and efflux rates per unit width along the aquifer-ocean interface. (a), 720 

static; (b), wave; (c) tide and (d), combined wave and tide. FD is the freshwater dis-721 

charge zone. 722 
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Fig. 14 Temporal variations of the water discharge per unit width along the aquifer-ocean inter-723 

face. 724 

Fig. 15 Temporal variations of the salt flux per unit width along the aquifer-ocean interface. 725 

726 
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Table 1. Coordinates of reference points of the model domain (x, z). 727 

A (m) B (m) C (m) D (m) E (m) F (m) 

(-150, 3) (-150, -30) (50, -30) (50, -3) (30, -3) (-30, 3) 

 728 
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Table 2. Calculated water discharge and recirculation rates across the aquifer-ocean interface (per 729 

unit width of shoreline). WTDC represents the circulation driven by wave and/or tide. DDC 730 

represents the density-driven circulation. 731 

Case Static Tide 

Wave 

Wave combined tide 

Phase-resolving Phase-averaged 

SGD (m
3
/d) 2.30 5.54 5.28 4.56 7.42 

Circulation rate 

(m
3
/d) 

WTDC 0 2.21 2.53 2.23 4.49 

DDC 0.20 1.22 0.65 0.23 0.82 

Circulation percent 

(%) 

WTDC  0 40 48 49 61 

DDC 9 22 12 5 11 
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 732 
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