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Simulation of biodegradation of chlorinated solvents in dense non-aqueous phase liquid (DNAPL) source
zones requires a model that accounts for the complexity of processes involved and that is consistent with
available laboratory studies. This paper describes such a comprehensive modeling framework that includes
microbially mediated degradation processes, microbial population growth and decay, geochemical reactions,
as well as interphase mass transfer processes such as DNAPL dissolution, gas formation and mineral
precipitation/dissolution. All these processes can be in equilibrium or kinetically controlled. A batch
modeling example was presented where the degradation of trichloroethene (TCE) and its byproducts and
concomitant reactions (e.g., electron donor fermentation, sulfate reduction, pH buffering by calcite
dissolution) were simulated. Local and global sensitivity analysis techniques were applied to delineate the
dominant model parameters and processes. Sensitivity analysis indicated that accurate values for parameters
related to dichloroethene (DCE) and vinyl chloride (VC) degradation (i.e., DCE and VC maximum utilization
rates, yield due to DCE utilization, decay rate for DCE/VC dechlorinators) are important for prediction of the
overall dechlorination time. These parameters influence the maximum growth rate of the DCE and VC
dechlorinating microorganisms and, thus, the time required for a small initial population to reach a sufficient
concentration to significantly affect the overall rate of dechlorination. Self-inhibition of chlorinated ethenes
at high concentrations and natural buffering provided by the sediment were also shown to significantly
influence the dechlorination time. Furthermore, the analysis indicated that the rates of the competing,
nonchlorinated electron-accepting processes relative to the dechlorination kinetics also affect the overall
dechlorination time. Results demonstrated that the model developed is a flexible research tool that is able to
provide valuable insight into the fundamental processes and their complex interactions during bioremedia-
tion of chlorinated ethenes in DNAPL source zones.
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1. Introduction

Chlorinated ethenes are among the most common organic
groundwater contaminants because of their wide use, and uncon-
trolled disposal and improper management [105]. Often released in
substantial quantities, they are frequently present in the subsurface as
dense non-aqueous phase liquids (DNAPLs). In a solventDNAPL source
zone, aqueous phase chlorinated ethenes continuously dissolve
into groundwater, resulting in an aqueous phase plume emanating
downgradient. Such plumes are of concern due to the carcinogenic and
mutagenic potential of chlorinated solvents [97,113].

In situ biodegradation is an attractive technique for the treatment of
chlorinated ethenes in soil and groundwater [83]. Under anaerobic
conditions, tetrachloroethene (PCE) and trichloroethene (TCE) can be
degraded by metabolic reductive dechlorination (i.e., dechlororespira-
tion) in a sequential manner to less chlorinated compounds: dichlor-
oethene (DCE), vinyl chloride (VC), and non-toxic ethene (ETH) [59].
The dechlorination process relies on the presence of electrons, whereby
the chlorinated compound is used by microbes as the terminal electron
acceptor and hydrogen (H2) as the electron donor (e-donor). Other
compounds can potentially serve as direct e-donor (e.g., acetate and
formate), however their utilization depends on the microbial species
involved and therefore may not occur readily [8,37,92]. Although direct
addition of H2 is possible in the field [1], H2 is typically added indirectly
by the injection of fermentable (primary) organic substrates (e.g.,
lactate, ethanol, pentanol, glucose, soybeanoil) [35,59]. In the absence of
external e-donors, biomass decay can slowly release H2 sufficient to
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support dechlorination [96,110], referred to as endogenous respiration
[66].

Rapid and complete dechlorinationmay be impeded by alternative
terminal electron-accepting processes (TEAPs) competing with
reductive dechlorinators for H2 and short-chain fatty acids [16].
Competing microbial populations include denitrifiers, methanogens,
acetogens, sulfate reducers and iron-reducers. Iron and sulfate are the
most important alternative electron acceptors due to their ubiquity in
aquifer systems and the similarity of the H2 threshold for their
respective TEAPs: ∼2 nM for dechlorination [108], 0.1–0.8 nM for iron
reduction [55], 1–4 nM for sulfate reduction [17,56].

Reductive dechlorination within DNAPL source zones is of
particular interest as recent studies have demonstrated the ability
of microbial isolates [4] and mixed dechlorinating consortia
[15,34,67,109] to dechlorinate PCE at (or near) saturated aqueous
phase concentrations to ETH. Additional benefits of source zone
bioremediation include (i) reduced DNAPL longevity due to enhanced
DNAPL dissolution [4,18,90,109,111], and (ii) toxic inhibition of
microbial communities competing for e-donor (e.g., homoacetogens
and methanogens [36,108]). In addition, employing substrates that
partition into the DNAPL phase (e.g., emulsified vegetable oil)
provides a long-term source of e-donor for biodegradation [111].
‘Enhanced’ bioremediation refers to the addition of nutrients and/or
dechlorinating microbial cultures to the subsurface to initiate or
accelerate the process [59].

Descriptions of biodegradation of chlorinated ethenes in DNAPL
source zones have focused on the main reactants, i.e., chlorinated
ethenes, (fermentable) e-donor, and competing TEAPs (e.g.,
[4,19,36,48]). However, geochemical interactions occur also—both in
response to biodegradation reactions and independently—and may
play a critical role in the dechlorination process (e.g., [9]). Each
dechlorination step produces one chloride ion, giving rise to
hydrochloric acid (HCl) production. The combination of this strong
acid and build-up of short-chain fatty acids formed during e-donor
fermentation can result in significant groundwater acidification
[2,21,72]. The pH may be partially buffered through the dissolution
of calcite and iron oxides (e.g., goethite FeOOH, ferrihydrite Fe(OH)3).
However, the natural soil buffering capacitymay be limited, and acidic
conditions can inhibit microbial activity. Laboratory studies have
demonstrated that the optimal pH range for anaerobic microbes is
from 6.5 to 7.5 [54] and low pH has been shown to reduce microbial
reaction rates [2,27,51,117]. The influence of pH on biodegradation is
expected to be of particular importance during the treatment of
DNAPL source zones, as opposed to chlorinated ethene plumes, due to
the higher total mass of dechlorination and fermentation products
generated.

Numerical models of varying sophistication have been developed to
simulate the biodegradation of chlorinated ethenes and associated
reactions. Table 1 summarizes the characteristics and capabilities of
existing models, as well as the model presented here. A number of
models assume direct addition of H2 [4,22,31], while others include the
fermentation of typical organic substrates used in field applications
[6,19,35,48]. Competition for e-donor with TEAPs is neglected in
models simulating systems with high levels of uniform contamination
or laboratory studies with pure cultures [4,31]. However, systems with
complex microbial ecology and non-uniform contaminant distribution
require the simulation of competition for e-donor [6,19,36,48,107].
Some models have included competition between chlorinated ethenes
[4,22,31,32], often assuming that the presence of more chlorinated
ethenes exclusively inhibits the dechlorination of less chlorinated
ethenes [107,115,116]. Self-inhibition (also known as Haldane inhibi-
tion) associated with high chlorinated ethene concentrations (up to
1000 μM) has also been considered in some models [4,58,115].
Dechlorination kinetics have been approximated by first order [15,25],
Michaelis-Menten [41] andMonod-type rate equations [19,21,31,32]. In
Michaelis-Menten and Monod-type formulations the dechlorination
rate is limited by e-donor availability [4,6,22,36]. Severalmodels include
interphase mass transfer processes such as DNAPL dissolution
[4,15,19,20,74,107] or transfer of H2 from the gas to aqueous phase
[22]while twohave consideredendogenous respiration [36,48]. Noneof
the available dechlorination models have incorporated geochemical
processes (e.g., mineral interactions, pH, and alkalinity).

This paper presents a general framework for modeling enhanced
DNAPL source zone bioremediation that includes the interaction of
key physical, biological and geochemical processes. The main goal is
to use the model to assess dechlorination complexity and process
feedbacks. As outlined in Table 1, the model accounts for e-donor
fermentation, dechlorination of chlorinated ethenes, competing
TEAPs (e.g., sulfate and iron reduction), growth and decay of multiple
microbial communities, pH and alkalinity, mineral precipitation/
dissolution, gas formation, and mass transfer of species between non-
aqueous and aqueous phases. Although other complex models with
comparable features exist, for example models that integrate the
dependency of the reaction kinetics on the concentration of solutes
[24,91], explicitly simulate growth and decay of bacteria [79] and
account for pH-dependent bacterial growth [11], these complex
biogeochemical models were applied in systems such as landfill
leachate aquifer plumes and BTEX (benzene, toluene, ethylbenzene
and xylene) spills [11,12,77–79,86]. The presented model is the first
that accounts explicitly for reductive dechlorination by microbial
communities as well as detailed soil–water geochemistry. In addition,
it differs to most of the previous biogeochemical models, in which
the organic substrate (contaminant) is consumed via a sequence of
electron acceptors (redox zonation), since here the fermentation of
organic substrate (e-donor) occurs simultaneously with the con-
sumption of competing electron acceptors including the reduced
chlorinated ethenes. This work provides an example of the interaction
of the biological and geochemical processes in a base case simulation
of a hypothetical batch system with high, aqueous phase chlorinated
solvent concentrations. Subsequently, sensitivity analyses are per-
formed to determine the dominant model parameters and processes
in the system and their influence on the various subsets of reaction
complexities.

2. Numerical model

Fig. 1 presents the main processes involved in the anaerobic
degradation of chlorinated ethenes. For each process from Fig. 1
included in the model the associated reactions are provided in Table 2
(see corresponding process number). As illustrated in Fig. 1, microbially
mediated fermentation and degradation processes are linked in the
model by dynamic hydrogen concentrations. In addition, the model
accounts for all relevant acid and alkalinity-associated reactions (e.g.,
aqueous speciation, gas formation, mineral interactions) to track pH
and the subsequent effects on microbial populations. In this section,
the various processes given in Fig. 1 are described mathematically.

The fermentation of an organic substrate (process 1 in Fig. 1) is
generally described by Eq. (1) (Table 2). The stoichiometric yield
coefficients for H2, acetate (CH3COOH) and CO2 (x, y, and z,
respectively) for commonly used substrates are provided in Table 3.
The concentrations of H2 generated can differ by orders of magnitude
depending on H2-production ceilings of the specific fermentation
reaction (i.e., maximum levels of H2 that can be achieved via
fermentation [36]). This is accounted for in the model by an H2

inhibition term. The intermediate products identified by Eq. (1) refer
to the breakdown of complex substrates into compoundswith simpler
structures (e.g., volatile fatty acids, Table 3).

In the model, fermentation kinetics is expressed as:

dCps

dt
= −kpsmaxXFB

Cps

Kps
S ICI + Cps

 !
F pHð Þϕ H2ð Þ 1−CH2S

KH2S
1

� �
; ð17Þ



Table 1
Overview of the existing models simulating reductive dechlorination in groundwater.

References Processes considered

Fermentable
substrates

Direct
e-donor(s)

E-donor
limitation

Chlorinated
ethene(s)

Dechlorination
kinetics

Nonchlorinated
TEAPs

Competitive, product-
and self-inhibition

pH inhibition
of microbial
activity

H2 from
biomass
decay

Bioclogging Gas
formation

NAPL
dissolution

Mineral
dissolution and
precipitation

Transport

Present study Linoleic acid H2 (from
fermentation
and acetate
oxidation)

√ TCE–DCE-
VC

Monod kinetics
(with biomass
growth and decay)

Sulfate reduction DCE by TCE, VC by DCE,
Linoleic acid by TCE, self-
inhibition of chlorinated
ethenes, inhibition of all
microbes by H2S

√ – – √ √ √ –

Sleep and
Sykes [94,95]

– – – PCE–TCE–
DCE-VC

First-order
kinetics

– – – – – √ √ – √

Tandoi et al.
[100]

– Methanol – PCE–TCE–
DCE-VC

Zero- and first-
order kinetics

– VC inhibited by the other
chlorinated ethenes
(except trans-DCE)

– – – – –

Bagley [6] Ethanol H2 √ PCE–TCE–
DCE-VC

Monod kinetics
(with biomass
growth and decay)

Acetogenesis and
methanogenesis

Inhibition of VC by other
chlorinated ethenes,
inhibition of H2

consumption by PCE

– – – – – – –

Fennell and
Gossett [36]

Butyric acid,
ethanol, lactic acid,
propionic acid

H2 √ PCE Monod kinetics
(with biomass
growth and decay)

Methanogenesis – – √ – √ – –

Haston and
McCarty [41]

– – – PCE–TCE–
DCE–VC

Michaelis-Menten
kinetics

– – – – – – – – –

Carr et al. [15] – – – PCE–TCE–
DCE

First-order
kinetics

– – – – – – √ – –

Clement et al.
[25]

– – – PCE–TCE–
DCE-VC

First-order
kinetics

– – – – – – √

Chu et al. [20] – Acetate √ PCE–DCE Monod kinetics
(with biomass
growth and decay)

– – – √ – √ √

Chu et al. [21] – ? √ PCE–TCE–
DCE

Monod kinetics
(with biomass
growth and decay)

√ Between PCE and TCE – – √ – √ √

Clapp et al.
[22]

– H2 √ PCE–TCE–
DCE-VC

Monod kinetics
(with biomass
growth and decay)

Methanogenesis PCE by TCE, TCE by PCE,
DCE by VC, VC by DCE

– – – √ – – √

Cupples et al.
[31]

– H2 – DCE-VC Monod kinetics
(with biomass
growth and decay)

– Between DCE and VC – – – – – – –

Cupples et al.
[32]

– H2 – PCE–TCE–
DCE-VC

Monod kinetics
(with biomass
growth and decay)

– Between chlorinated
ethenes

- – – – – – –

Lee et al. [48] Glucose H2 (from
fermentation,
butyrate and
ethanol oxidation
and formate)

√ PCE–DCE Monod kinetics
(with biomass
growth and decay)

Methanogenesis Between chloroethenes
and between
dechlorinators and
methanogenators

– √ – – – – –

Widdowson
[107]

– Fructose and
sodium lactate

√ TCE–DCE–
VC

Monod kinetics Sulfate, iron and
oxygen reduction

More chlorinated ethenes
inhibit less chlorinated
ethenes, self-inhibition

– – – – √ – √

Yu and
Semprini
[115]

– H2, butanol – PCE/TCE–
DCE-VC

Monod kinetics
(with biomass
growth and decay)

– More chlorinated ethenes
inhibit less chlorinated
ethenes, self-inhibition

– – – – – – –

Amos et al. [4] – Acetate, H2,
pyruvate

√ PCE–TCE–
DCE

Monod kinetics
(with biomass
growth and decay)

– Between PCE and TCE,
self-inhibition

– – – √ √ – –

Christ and
Abriola [19]

Pentanol H2 √ PCE–TCE–
DCE

Monod kinetics
(with biomass
growth and decay)

Methanogenesis
or acetogenesis

Between DCE and VC – – √ – √ – √
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Fig. 1. Major processes and pathways involved in the anaerobic dechlorination of chlorinated ethenes. A description of the processes is provided in Section 2.
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where Cps [ML−3] is the concentration of the primary substrate (ps) in
theaqueousphase, t [T] is time,XFB [MbL−3] is thebiomass concentration
for fermentative microbes (FB) and the subscript b in the units refers to
biophase, kmax

ps [McMb
−1 T−1] is themaximumutilization rate for primary

substrate per unit fermentative biomass where the subscript c in the
units refers to chemical species, KS

ps [ML−3] is the half-saturation
constant for primary substrate, ICI is the competitive inhibition term, F
(pH) is the pH inhibition function, CH2S [ML−3] is the hydrogen sulfide
(H2S) aqueous concentration, KI

H2S [ML−3] is the hydrogen sulfide (H2S)
inhibition constant, and ϕ(H2) is the H2 inhibition function. The half-
saturation constant (KS

ps) in Eq. (17) is multiplied by an additional term
(ICI) that accounts for inhibition of fermentation due to chloroethene
toxicity [7]. This term is assumed to be equal to that for competitive
inhibition between chloroethenes (see Eq. (25) and discussion below).

Inhibition of fermentation by H2 may be important [36] and here it
is represented by:

ϕ H2ð Þ = exp −
CH2

Cscale
H2

 !
; ð18Þ
Table 2
Stoichiometric representation of biological processes included in the conceptual model.

Process Reaction Eq.

Substrate fermentation (1)a Substrate+H2O → xH2+yCH3COOH+zCO2+
intermediate products

(1)

Acetate oxidation (2) CH3COOH+2H2O → 4H2+2CO2 (2)
DNAPL dissolution (3) Chlorinated ethene (DNAPL)→Chlorinated

ethene (aqueous phase)
(3)

Sequential degradation of
chlorinated ethenes (4–6)

TCE→DCE, H2+C2HCl3→H++Cl−+C2H2Cl2 (4)
DCE→VC, H2+C2H2Cl2→H++Cl−+C2H3Cl (5)
VC→ETH, H2+C2H3Cl→H++Cl−+C2H4 (6)

Competing TEAPs Sulfate reduction (7)
SO4

2−+4H2→H2S+2OH−+2H2O (7)
Iron reduction (9)
2FeOOH+H2→2Fe2++4OH− (8)

aNotation corresponding to process number in Fig. 1.
where CH2
[ML−3] is the aqueous concentration of H2, and CH2

scale [ML−3]
is the inhibitory aqueous concentration of H2 for fermentation. Eq. (18)
is a simplification (in the absence of the required/published data for
ΔG°35 °C) of the function suggested by Fennell and Gossett [36] to
represent the distance of the fermentation reaction from thermody-
namic equilibrium. A scale factor CH2

scale is adopted instead of calculating
the free energy; CH2

scale represents the upper [H2] threshold belowwhich
fermentation will proceed. Publications to date do not provide
quantitative values for this threshold; rather they qualitatively suggest
that, for example, both linoleic acid (vegetable oil emulsions) [84] and
propionate [108] require a very low hydrogen partial pressure for
fermentation to proceed. The value of CH2

scale for linoleic acid in this work
was obtained by calibration of the model to a series of 18 microcosm
experiments using site soil and groundwater and varying TCE
concentration, nutrient levels, degree of bioaugmentation, and other
key variables (CL:AIRE bulletin onmicrocosm studies conductedwithin
Source Area BioRemediation (SABRE) project ([40], http://www.claire.
co.uk/sabre, http://www.claire.co.uk/library). The single CH2

scale value
was best-fit to the suite of experiments by optimizing the prediction of
TCE, DCE, VC, and ETH concentration-time results (data not shown). If
Table 3
Stoichiometry of fermentation reactions for common organic substrates.

Organic substrate Reaction Eq.

Methanola 2CH3OH→CH3COOH+2H2 (9)
Ethanolb CH3CH2OH+H2O→CH3COOH+2H2 (10)
Lactateb CH3CHOHCOOH+H2O→CH3COOH+CO2+2H2 (11)
Butyrateb CH3CH2CH2COOH+2H2O→2CH3COOH+2H2 (12)
1-hexanol CH3(CH2)4CH2OH+5H2O→3CH3COOH+6H2 (13)
n-butyl-acetate CH3COO(CH2)3CH3+4H2O→3CH3COOH+H2 (14)
Glucosec C6H12O6+2H2O→2CH3COOH+2CO2+4H2 (15)
Linoleic acid C18H32O2+16H2O→9CH3COOH+14H2 (16)

a [14].
b [36].
c [48].
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CH2
is low relative to the inhibitory CH2

scale (i.e., the fermentation is far
from equilibrium), the driving force for the fermentation reaction is
high andϕ(H2) approaches 1. As theH2 concentration approaches CH2

scale

(i.e., the reaction approaches equilibrium), the driving force is lessened.
Inhibition of fermentation by pH is well recognized [51,88] and

several inhibition functions have been proposed [7,38,51]. Here the
function of Bailey and Ollis [7] is employed:

F pHð Þ = 1 +
CHþ

K1
+

K2

CHþ

� �−1
; ð19Þ

where K1 and K2 [ML−3] are the equilibrium constants for inactivation
of the requisite enzyme by protonation and deprotonation, respec-
tively, and CH+ [ML−3] is the proton concentration. This equation was
chosen as it has been successfully applied to describe the inhibitory
effect of pH on a reaction mediated by various anaerobic microbes,
including methanogens and dechlorinators [117] and, in contrast to
the equations of Fukuzaki et al. [38] and Lee et al. [51], is not limited to
describing pH inhibition of fermentative microbes.

The last bracketed term in Eq. (17) comes into play in the presence
of sulfide—the main product of sulfate reduction—which is a strong
toxicant for many anaerobic microbes [46]. Sulfide toxicity is caused
by its undissociated form H2S, which can permeate cell membranes
[81] and completely inhibit growth at concentrations around
550 mg L−1 free H2S [45,62,68,80,98].

By individually calculating the values for substrate limitation (first
bracketed quantity in Eq. (17)), and the pH, H2 and sulfide inhibition
terms, the rate-limiting term for fermentation can be determined. For
instance, when the concentration of primary substrate Cps is much
higher than the value of the half-saturation constant KS

ps, the term for
primary substrate limitation will be close to 1, and will not limit the
fermentation rate.

This model uses H2 as the direct e-donor for TEAPs. Use of acetate
as an e-donor is simulated by the oxidation of acetate to H2 and
CO2 (process 2 in Fig. 1; [50]), typically occurring under low H2

conditions [42,43]. A parameter, p, is used in the model to specify the
fraction of acetate produced from substrate fermentation that breaks
down according to Eq. (2) [84]. Hence, fermentation of an organic
substrate is described in the model by two reactions. It is assumed
that a proportion (1−p) of fermentation proceeds via reactions
that produce CH3COOH and H2, and the remainder (p) proceeds via
reactions that produce the acetate breakdown products—CO2 and H2

[84]. Considering these reactions the production of H2 by fermentors
is given by:

dCH2

dt
= 1−pð Þf1

dCps

dt
+ pf2

dCps

dt
; ð20Þ

where f1 and f2 are stoichiometric coefficients of H2 production in the
fermentation reactions with and without acetate generated. Thus, for
example, for linoleic acid f1=14 and f2=50, the first value is from
Eq. (16) and the second from:

C18H32O2 + 34H2O → 18CO2 + 50H2: ð21Þ

Studies have shown that acetate generated from substrate fermen-
tation may serve as a direct e-donor for conversion of PCE and TCE
to DCE, but not directly, if at all, in the conversion of DCE and VC
[33,47,49,55,93,99]. Acetate can be utilized directly in denitrification,
iron reduction, sulfate reduction [103,106] and acetoclastic methano-
genesis [43,64]. However, to simplify parameterization of the kinetics of
competing TEAPs and due to lack of information on parameter values
associated with microbes using acetate as a direct electron donor,
acetate is included in the model only as an indirect e-donor producing
H2. As homoacetogenesis [109,112] and methanogenesis [64] are often
inhibited by low H2 concentrations and high chlorinated solvent
concentrations typically found in source zones these processes are
expected to be negligible and therefore ignored in this model [109].
High chlorinated solvent concentrations are also inhibitory for
acetoclastic methanogens [109] and as such this process is neglected.
Oxygen and nitrate are generally reduced prior to the onset of
dehalogenating conditions [72], and as this model only considers
systems in their reduced dehalogenating state, these processes are also
not considered in themodel. In contrast, sulfate reduction (process 7 in
Fig. 1) and iron reduction often occur concomitantly with dechlorina-
tion and thus in the model these electron acceptors compete with
dechlorinators for H2 [13,57].

Sulfate reduction rate is described by:

dCSO2−
4

dt
= −kSO

2−
4

max XSRB

CSO2−
4

K
SO2−

4
S + CSO2−

4

0
B@

1
CA

×
CH2

−Cmin
H2

KH2
S + CH2

−Cmin
H2

0
@

1
AF pHð Þ 1−

CH2S

KH2S
I

 !
H CH2

−Cmin
H2

� �
;

ð22Þ

whereH is theHeaviside step function,CSO4
2− [ML−3] is the concentration

of sulfate in the aqueous phase, XSRB [MbL−3] is the biomass
concentration for sulfate reducers (SRB), kmax

SO4
2−

[McMb
−1 T−1] is the

maximum utilization rate for sulfate per unit sulfate-reducing biomass,
KS
SO4

2-
[ML−3] is the half-saturation constant for sulfate, and CH2

min [ML−3]
is the threshold H2 aqueous concentration for sulfate reducers.

Iron reduction (Eq. (8) in Table 2) is incorporated into the model
via the following equation for microbial reduction of solid phase Fe3+

iron oxide [85]:

RFe3+ = Fe3+fss
h i

V surf
max

FeB½ �ssn
KFeB + FeB½ �ssn

� �
H CH2

−Cmin
H2

� �
; ð23Þ

where RFe3+ [ML−3 T−1] is the bulk rate of Fe3+ oxide reduction, [Fefss3+]
[MsitesL−3] is the bulk volumetric abundance of ‘free’ (i.e., microbially
reducible) Fe3+ oxide surface sites, Vmax

surf [M(Msites)−1 L−3 T−1] is the
maximum reduction rate constant dependent on iron-reducers
(FeB) cell density, [FeB]ssn [cells (Mfree surface sites)−1] is the surface
site-normalized FeB cell density, and KFeB [cells (Mfree surface sites)−1]
is the half-saturation constant for the relationship between FeB cell
density and the iron oxide reduction rate constant.

The rate of dechlorination is described in the model by:

dCi

dt
= −kimaxXbio

Ci

Ki
SICI + CiIHI

 !
CH2

−Cmin
H2

KH2
S + CH2

−Cmin
H2

0
@

1
AF pHð Þ

× 1−
CH2S

KH2S
I

 !
H CH2

−Cmin
H2

� �
;

ð24Þ

ICI = 1 +
Cj

Kj
I

; ð25Þ

IHI = 1 +
Ci

Ki
HI

; ð26Þ

where subscripts i and j represent parent and daughter chlorinated
ethenes, respectively, and Ci and Cj [ML−3] are the aqueous concentra-
tions of the parent and daughter chlorinated ethenes, CH2

min [ML−3] is the
threshold aqueous concentration for H2 for dechlorinators, Xbio [MbL−3]
is the biomass concentration of the relevant dechlorinating popula-
tion (XDC1 or XDC2, details below), kmax

i [McMb
−1 T−1] is the maximum

specific utilization rate for chlorinated ethene i per unit dechlorinating
biomass, KSi [ML−3] is the half-saturation constant for chlorinated ethene
i, KS

H2[ML−3] is the half-saturation constant for H2, ICI is the competitive
inhibition coefficient,KI

j [ML−3] is the competitive inhibition constant for
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inhibiting chlorinated ethene j, IHI is the Haldane inhibition term for
chlorinated ethene i, and KHI

i [ML−3] is the Haldane inhibition constant.
In Eq. (24), the half-saturation constants for chlorinated ethenes

(KS
i) are multiplied by an additional term (ICI) that accounts for the

competitive inhibition between chlorinated ethenes for the dehalo-
genase active sites. The competitive inhibition constants (KI

j in
Eq. (25)) for each chlorinated ethene are assumed to be equal to
the respective half-saturation constants (KS

j) [114]. To simulate self-
inhibition resulting from high chlorinated ethene concentration,
Haldane inhibition [7] is included in Eq. (24) via IHI. The Haldane
inhibition term is given in Eq. (26).

In the model, two dechlorinating microbial populations are
assumed: one capable of reducing TCE to DCE (DC1), and the other
capable of reducing DCE via VC to ETH (DC2). This assumption is based
on enrichment culture studies that suggested two distinct dechlor-
inating populations may be involved in transformation of TCE to ETH
[30,87].

The growth and decay of biomass is described in the model as:

dXbio

dt
= −Yi

bio
dCi

dt
−kbiob Xbio; ð27Þ

where Ybioi [MbMc
−1] is the yield of biomass bio due to the reduction of

component i, and kb
bio [T−1] is the first-order decay rate of the

microbial population bio.
Concerning the relationship between microbial growth and

groundwater flow, many models [20,23,29,101,102,104] have con-
sidered biomass clogging, i.e., porosity and thus permeability
reduction due to biomass growth. Bioclogging is most likely to occur
in the presence of aggressive nutrient injection. Since the present
model focuses on the complexity of geochemical and biological
interactions, bioclogging is not currently included.

In the model, equilibrium or rate-limited non-aqueous phase
(NAP) dissolution is simulated (process 3 in Fig. 1). Rate-limited NAP
dissolution is expressed as [89]:

dMNAP

dt
= −γi C

e
i −Ci

� �
; ð28Þ

where MNAP [ML−3] is the total mass of NAP, Ci
e [ML−3] is the

concentration in the aqueous phase at equilibrium with NAP, Ci [ML−3]
is the concentration in the bulk aqueous phase; γi [T−1] is the mass
transfer rate coefficient for the NAP dissolution. Here, NAP and Ci are
generic (i.e., not only for chlorinated ethenes; e.g., NAP could be DNAPL,
vegetable oil or even gas). Various expressions have been developed for
the calculation of γ (e.g., [39,44,65,69,75,76,88]). Each application of the
model will require the most appropriate expression for γ to be
implemented. In addition, transformation products can also partition
back into NAP thus altering its composition [15,27] and partitioning is
described in the model with the same linear driving force approach
(Eq. (28)) but independent mass transfer coefficients are employed for
NAP dissolution and for aqueous species back partitioning.

The processes discussed above influence the pH of the solution
and, since many of the processes are acid-forming, the pHmay reduce
to levels that inhibit microbial activity. Acidity is generated directly
from dechlorination (i.e., HCl) and also from the byproducts of e-
donor fermentation. The acidity generated from fermentation
depends on the specific e-donor used [63]. Furthermore, each TEAP
competing with dechlorination increases the amount of e-donor
fermented, and thus the acidity generated. The overall effects of the
competing TEAPs on pH however are complicated because different
amounts of alkalinity (OH−) permol of H2 consumed are also added in
the reduction reactions (Eqs. (7) and (8), [84]). The model explicitly
simulates pH by accounting for all acidity and alkalinity contributing
reactions and species; thus, the model allows for acidification by
extensive microbial activity and the negative feedback this generates,
while also allowing for the ability of the aqueous ions, minerals and
gases present in the groundwater and soil to provide natural buffering
to maintain the pH in an acceptable range for microbes.

The cation exchange capacity (CEC) of the soil may also contribute
to a soil's natural buffering capacity as it releases cations while re-
moving H+ from solution. However, simulations conducted specifi-
cally to examine this issue indicate that the CEC only influences the
buffering capacity when the pH drops below 4.5 because only then is
the concentration of protons in the pore fluid comparable with that of
other cations, and can therefore influence the equilibrium [84]. Since
dechlorination, the focus of this model, is strongly inhibited at pH
below 4.5 the CEC of the soil has been neglected.

pH is also influenced by the formation of a gas phase (process 8 in
Fig.1), particularly if CO2 is released. The release of CO2(g) results in a
decrease in CO2(aq) and thus an increase in pH due to the shift in the
dissolved carbonate equilibrium:

Hþ� 	
HCO−

3½ �
CO2 aqð Þ½ � = K = 10−6:3

; ð29Þ

where K is the equilibrium constant and the bracketed quantities
denote molar aqueous concentrations. Releasing CO2 from the soil
solution thus removes a mechanism for increasing H+ concentrations.
A gas phase is allowed to form in the model when the sum of all the
partial pressures of the dissolved gases present in solution exceeds a
specified total pressure. This total pressure corresponds to the
hydrostatic pressure at a given depth below the water table.

The numerical model developed was implemented in PHREEQC
version 2.15 [70]. The stoichiometric reactions (Eqs. (1), (2), (4)–(6),
(16), (21)) and kinetic expressions (Eqs. (17), (20), (22)–(24), (27),
and (28)) described above were added to the minteq.v4 database [3]
that is used by PHREEQC and otherwise contains all relevant
equilibrium reactions and associated thermodynamic constants. The
non-linear chemical equilibrium equations are solved by the Newton–
Raphson method [70]. The kinetic reaction equations are ordinary
differential equations that in PHREEQC are solved using CVODE [26],
an implicit algorithm for stiff differential equations that includes
internal time-step control [71]. The program has been demonstrated
to be relatively robust and incorporates numerous options that are
effective at ensuring convergence [71]. Simulation of sequential
anaerobic dechlorination of tetrachloroethene (PCE) employing a
first-order kinetic model was found to reproduce the analytical
solution given by Beranger et al. [10] (Fig. A.1 in Supplementary
Material). Analytical solutions are not available for verification of the
complete model.

3. Numerical simulations

To explain the modeling approach and to illustrate the model's
flexibility, several examples are presented. The model was first
employed to simulate a batch system with conditions representative
of a typical remediation site. Sensitivity analyses, both local and
global, were then performed to determine the model parameters of
most importance and the outcome sensitivity of coefficients used.
Simulations described in Section 4 required from 0.08 to 1.7 h of
computation time on Pentium workstations and number of Newton–
Raphson iterations typically ranged from 85 to 145 before the
Newton–Raphson method converged.

3.1. Base case simulation

For the base case (BC) simulation, the assumed initial solution
and soil chemistry were based upon values representative of those
measured for the Source Area BioRemediation (SABRE) site: a
chemical manufacturing facility in the United Kingdom at which
enhanced bioremediation research was conducted and thus exten-
sive characterization of soil and groundwater has been undertaken



Table 5
Parameters used for the base conditions.

Parameters and units Symbol Value

Maximum utilization rates [μmol/mg-protein/day]
Substrate reduction to H2 by fermentors kmax

ps 263a,b

TCE reduction to DCE by TCE dechlorinators kmax
TCE 107c

DCE reduction to VC by DCE/VC dechlorinators kmax
DCE 28c

VC reduction to ETH by DCE/VC dechlorinators kmax
vc 19.5c

Maximum microbial population growth rate [day]
Sulfate reducers μmax

SO4
2−

1.4b,d

Half-saturation constants [mol L−1]
Half-saturation constant for primary substrate Ks

ps 17×10−6a

Hydrogen half-saturation constant for
dechlorinators

KS
H2

(DC1, DC2)
2×10−9e

Hydrogen half-saturation constant for
sulfate reducers

Ks
H2(SRB) 2×10−7e

Half-saturation constant for TCE Ks
TCE 1.58×10−6f

Half-saturation constant for DCE Ks
DCE 2.16×10−6f

Half-saturation constant for VC Ks
VC 176.3×10−6c

Half-saturation constant for sulfate reduction Ks
SO4

2−
200×10−6d

Inhibition constants [mol L−1]
TCE competitive inhibition constant KI

TCE 1.58×10−6f,g

DCE competitive inhibition constant KI
DCE 2.16×10−6f,g

Hydrogen sulfide inhibition constant KI
H2S 0.017d

Biomass yields [mg-protein/μmol of Cl−]
Yield of fermentors due to reduction of primary
substrate

YFB
ps

0.00198a

Yield of TCE dechlorinators due to TCE reduction YDC1
TCE 0.006h

Yield of DCE/VC dechlorinators due to DCE reduction YDC2
DCE 0.006h

Yield of DCE/VC dechlorinators due to VC reduction YDC2
VC 0.006h

Yield of sulfate reducers due to sulfate reduction YSRB
SO4

2−
0.0057d

First-order decay constants [day]
First-order decay constant for fermentors kb

FB 0.024a

First-order decay constant for TCE dechlorinators kb
DC1 0.024a

First-order decay constant for DCE/VC dechlorinators kb
DC2 0.024a

First-order decay constant for sulfate reducers kb
SRB 0.06d

Threshold/maximum H2 concentration [mol L−1]
Threshold H2 concentration for TCE dechlorinators CH2

min (DC1) 2×10−9i

Threshold H2 concentration for DCE/VC dechlorinators CH2

min(DC2) 2×10−9i

Threshold H2 concentration for sulfate reducers CH2

min (SRB) 2×10−9j

Inhibitory H2 concentration for fermentative microbes CH2

scale(FB) 8×10−9e

Acetate usage coefficient [–]
Fraction of acetate produced from donor fermentation
that is subsequently used as an e-donor

p 0.5e

Equilibrium constants for pH inhibition function [mol L−1]
Equilibrium constant for enzyme inactivation by
protonation

K1 5.92×10−7k
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(Table 4, http://www.claire.co.uk/sabre). The base case TCE concen-
tration was set to a high value (Table 4), representative of values
observed within the DNAPL source zone at the site. The simulation
employed linoleic acid (C18H32O2) as the fermenting e-donor. This is
a typical major component of commercial water-insoluble substrates
containing vegetable oil (e.g., the soybean oil emulsion used at the
SABRE site). It was assumed that excess linoleic acid was present as a
free phase and in equilibriumwith the solution (i.e., saturation index
(SI)=0). Dissolution of free phase linoleic acid was modeled as an
equilibrium process (i.e., setting γ in Eq. (28) very high). Fermen-
tation of linoleic acid produces H2 and organic acids, such as acetate,
lactate, propionate and butyrate. H2 and acetate were included in the
model as direct and indirect e-donors used for dechlorination,
respectively. Lactate, propionate and butyrate were not included
because: (i) their concentrations are typically significantly lower than
acetate concentrations (CL:AIRE bulletin on SABRE column studies,
http://www.claire.co.uk/library); (ii) they can ferment to acetate andH2

[36]. Initial concentrations of microbes were assumed as given in
Table 4. Further, it was specified that calcite was the only mineral
present. The dissolution of calcitewas taken as kinetically controlled [5].
The rate expression and constants used for calcite dissolution were
based on the PHREEQC database [70].

All processes described in Section 2 were included in the base case
simulation except gas release, Haldane inhibition, DNAPL dissolution,
partitioning of the chlorinated ethenes into DNAPL, and microbial
reduction of solid phase Fe3+. The latter three processes were ignored
because, for the sake of clarifying a base set of complex process
interactions, DNAPL is absent in this scenario and it was decided to
limit the competing TEAPs influencing dechlorination to one (here
sulfate reduction). The effects of incorporating Haldane inhibition and
gas release are explored in Sections 4.3 and 4.4, respectively.

Table 5 summarizes parameter values used in the base case
simulation, most of which were average values obtained from the
literature. Parameter values for linoleic acid utilizers were taken to be
the same as for ethanol utilizers as reported by Fennell and Gossett
[36], but with the specific maximum linoleic acid utilization rate
adjusted downward from that at 35 °C to an 18 °C value assuming the
rate was halved for each 10 °C decrease [7,82]. The same H2 half-
saturation constant was selected for both TCE and DCE/VC dechlor-
inators. Further assumedwas that TCE and DCE/VC dechlorinators have
the same H2 threshold value, CH2

min (DC1)=CH2

min (DC2) [108]. The H2

threshold value for SRB, CH2

min (SRB), was set equal to that for
dechlorinators. Values for kinetic constants for the SRB were taken
from Kalyuzhnyi et al. [46]. Other assumptions are indicated in Table 5.
One exception to use of literature values was the value of the SRB
hydrogen half-saturation constant (KS

H2 (SRB)) because usage of the
Table 4
Initial concentrations of aqueous components, microbial mass andminerals used for the
base conditions.

Species Concentration

TCE 5.0 mM
Ca 7.2 mM
Mg 2.3 mM
Na 5.9 mM
K 0.2 mM
S(+6)a 10.4 mM
Cl 0.2 mM
C(+4) 5.1 mM
Fermentative microbes (FB) 0.5 mg-protein L−1

TCE dechlorinating microbes (DC1) 0.5 mg-protein L−1

DCE/VC dechlorinating microbes (DC2) 1 mg-protein L−1

Sulfate-reducing microbes (SRB) 0.5 mg-protein L−1

Calcite (CaCO3) 0.6 mol kg-w−1

SRS 0.05 mol kg-w−1

pH 6.97

a Notation showing redox state.

Equilibrium constant for enzyme inactivation by
deprotonation

K2 4.24×10−9k

a [36].
b Adjusted to groundwater temperature of 18 °C.
c Assumed, but close to the average values from [36,41,48,117].
d [46].
e Value determined via calibration to SABRE microcosm experiments (unpublished).
f Average value for [36,41,48,117].
g As discussed in [117], inhibition constants are assumed to take the value of the

appropriate half-saturation constant (e.g., KITCE=KS
TCE).

h [61].
i [111].
j Within the range of reported values: 1–15 nM [17,28,54,55,56].
k [117].
1.1 μMvalue from Kalyuzhnyi et al. [46] resulted in insignificant sulfate
reduction. This is not compatiblewith observations of significant sulfate
reduction at the SABRE site.While the reason for the difference between
the published and adopted [KS

H2(SRB)] values is not evident, there are
several possible explanations: (i) different experimental conditions,
such as e-donor (sucrose vs. emulsified vegetable oil in SABRE),

http://www.claire.co.uk/sabre
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microbial competition (no competition between sulfate reduction and
methanogenesis in SABRE) and soil mineralogy (higher concentrations
of trace minerals in SABRE groundwater), and (ii) potentially different
sulfate-reducing populations.

3.2. Local sensitivity simulations

An analysis was conducted of the relative local sensitivity of model
outputs to changes in model parameters used in the base case. The
local sensitivity (LS) analysis was based on Taylor series expansions.
By varying a parameter βn by a small increment, Δβn, the model
output of interest in the system:

O = Oðβ1;β2;β3…βmÞ ð30Þ

is given to first order by:

O βn + Δβnð Þ = O βnð Þ + ∂O
∂βn

Δβn: ð31Þ

Thus, the sensitivity of the chosen model output to Δβn may be
expressed as:

ςn =
∂O
∂βn

: ð32Þ

In this study sensitivities were calculated using two-sided difference
ratios as follows:

ςn =
O βn + Δβnð Þ−O βn−Δβnð Þ

2Δβn
: ð33Þ

The sensitivities found indicate the relative importance of each
parameter and can be used to rank them. The ranking based on relative
sensitivity, ςn, required parameters to be non-dimensionalized, which
was accomplished as follows (e.g., [73]):

σn = ςn
βn

O
: ð34Þ

Parameters for the batch base case were each independently
changed by ±1%, ±2% and ±10% in Eq. (33), producing results that
varied according to the degree of non-linearity of the model with
respect to the specific parameter under consideration. A total of 210
local scale sensitivity simulations were performed. Two metrics were
employed for the sensitivity analysis. The first metric, here called
ethenemetric, was the time required to reach a 98% ETH endpoint, i.e.,
the time required for 98% of the total chlorinated ethenes to be
converted into ETH. For this evaluation, the molar chlorinated
fraction, MCF, was calculated based on the total moles, T, of each
chlorinated ethene present in all phases as [40]:

MCF =
TTCE + TDCE + TVC

TTCE + TDCE + TVC + TETH
; ð35Þ

where MCF is unity at the beginning of a simulation when TCE is the
only chlorinated species present and equals 0.02 with 98% converted
to ETH. The second metric, here called chlorine metric, was the time
required to reach a 98% Cl− endpoint. In this case a normalized
chlorine number, NCl, based on molar concentrations was used [40]:

NCl =
3CTCE + 2CDCE + CVC

3 CTCE + CDCE + CVC + CETHð Þ : ð36Þ
The 98% Cl− endpoint is reached when NCl=0.02. The normalized
chlorine number gives better resolution of the early progress of
dechlorination prior to ETH production.

3.3. Global sensitivity simulations

Global sensitivity simulations were performed in order to explore
the range of possible outcomes within the limits of published
parameter values (or estimates of the limits when published values
were unavailable). 18 global sensitivity simulations were conducted,
and the results compared to the base case simulation (Table 6). The
chlorine metric was used to analyze the results.

In case MonKin, sensitivity to the Monod kinetic parameters for
chlorinated etheneswas explored. Each simulation employed a published
set of Monod parameters determined from experiments with active
dechlorinating populations in mixed cultures [36,48,114]. Variability in
the reported Monod parameters may result from complicating factors
such as: culture history, kinetic assay procedure and parameter
correlation [52].

The aim of cases HydK(DC) and HydK(SRB) was to quantify the
effect of the H2 half-saturation constant (Ks

H2) for dechlorinators and
sulfate reducers, respectively, on the reductive dechlorination of TCE
to ETH in a mixed consortium, where there is competition between
hydrogen utilizing microorganisms. The half-saturation constants for
H2 utilizers indicate which microorganisms will out-compete others
at different H2 levels. In case HydK(DC), Ks

H2 (DC1, DC2) was increased
7.5 times over the base case (from 2 nM to 15 nM) so that it
corresponded to the minimum value reported in the literature [8,22].
In case HydK(SRB), the value of Ks

H2 (SRB) used was reduced by one
order of magnitude (from 200 nm to 20 nM). This was selected in
order to explore the influence of increased competition for H2, since
published values for this parameter (e.g., Ks

H2 (SRB)=1100 nM [46])
result in negligible sulphate reduction in the base case system.

In case HydThres (SRB), two simulations were performed with
different H2 thresholds for sulfate reducers, representing different
physiological consortia [53]. In HydThres(SRB)1, CH2

min(SRB) was 2 times
lower (1 nM) and in HydThres(SRB)2 it was 7.5 times higher (15 nM)
than in the base case (2 nM), covering the range of values reported by
Löffler et al. [55].

Case Acet simulations were performed to examine the influence of
acetate as an alternative e-donor on model results. In the absence of
published data for p (the fraction of acetate produced from e-donor
fermentation that is consumed for energy, Eq. (2)) four simulations
were conducted to encompass its full range by setting p=0 (no
acetate consumed), 0.25, 0.75, and 1 (all acetate consumed), whereas
in the base case p=0.5.

Case InitTCE employed three simulations to examine the sensitivity of
themodel with respect to the initial TCE concentration, setting CTCE equal
to 0.2 times, 0.5 times, and 1.5 times the base case value (5 mM); this
represents a rangeof 1–7.5 mM(saturated concentration equals 7.6 mM).
InitTCE simulations investigated the influence of the different initial TCE
concentrations on the competitive inhibition terms, ICI (Eq. (25)).

In case HaldInhib, Haldane inhibition associated with high
chlorinated ethene concentrations was investigated. Although
Eq. (24) contains both competitive and Haldane inhibition effects,
for simplicity only competitive inhibitionwas incorporated in the base
case. In the two HaldInhib simulations, Haldane inhibition constants
reported by Yu and Semprini [115] for their cultures obtained from
Evanite site in Corvallis, Oregon (EV; HaldInhib1) and Point Mugu
Naval Weapon Facility, CA (PM; HaldInhib2) were included for
comparison. The reported KHI values for DCE and VC by the EV culture
were an order ofmagnitude lower than those for the PM culture, while
KHI values reported for TCE were equal for both [115].

In case BufCap, the soil buffering capacity was neglected by setting
the initial calcite concentration to zero, whereas in the base case
calcite was initially present at 0.6 molkg- w−1 (where kg-w stands



Table 6
Overview of the global sensitivity analysis simulations: Case-specific parameters/conditions used and the 98% Cl− metric.

Case Focus Parameters/conditions varied with respect to base case (BC)

Symbol Units BC value Sensitivity (S) value

MonKin1a MonKin2b MonKin3c MonKin4d

MonKin Monod kinetic parameters
for chlorinated ethenes

kmax
TCE [μmol/mg-protein/day] 107 72 366 125 124

kmax
DCE [μmol/mg-protein/day] 28 72 48 13.8 22

kmax
VC [μmol/mg-protein/day] 19.5 72 48 8.08 2.44

Ks
TCE [μmol L−1] 1.58 0.54 1.4 1.8 2.76

Ks
DCE [μmol L−1] 2.16 0.54 3.3 1.76 1.9

Ks
VC [μmol L−1] 176.3 290 2.6 62.6 602

KI
TCE [μmol L−1] 1.58 0.54 1.4 1.8 2.76

KI
DCE [μmol L−1] 2.16 0.54 3.3 1.76 1.9

Results MonKin1 MonKin2 MonKin3 MonKin4

Time, tS [day], required to reach the 98% Cl− endpoint 51.5 30.8 223 N/Ae

Δt= ts− tBC, [day] −13.1 −33.8 +158.4 −f

Case Focus Parameters/conditions varied with respect to base case

Symbol Units BC value Sensitivity value

HydK(DC) H2 half-saturation constant
for dechlorinators

Ks
H2 (DC1, DC2) [nmol L−1] 2 15g

Results

Time, tS [day], required to reach the 98% Cl− endpoint 137.2
Δt= ts− tBC, [day] +72.6

Case Focus Parameters/conditions varied with respect to base case

Symbol Units BC value Sensitivity value

HydK(SRB) H2 half-saturation constant
for sulfate−reducers

Ks
H2 (SRB) [nmol L−1] 200 20

Results

Time, tS [day], required to reach the 98% Cl− endpoint 136.1
Δt= ts− tBC, [day] +71.5

Case Focus Parameters/conditions varied with respect to base case

Symbol Units BC value Sensitivity value

HydThres(SRB)1 HydThres(SRB)2
HydThres(SRB) H2 threshold concentration

for sulfate reducers
CH2

min [nmol L−1] 2 1h 15i

Results HydThres(SRB)1 HydThres(SRB)2

Time, tS [day], required to reach the 98% Cl− endpoint 65.0 63.6
Δt= ts− tBC, [day] +0.6 −1.0

Case Focus Parameters/conditions varied with respect to base case

Symbol Units BC value Sensitivity value

Acet1 Acet2 Acet3 Acet4
Acet Acetate breakdown p [–] 0.5 1 0.75 0.25 0

Results Acet1 Acet2 Acet3 Acet4

Time, tS [day], required to reach the 98% Cl− endpoint 61.4 62.6 68.2 76.0
Δt= ts− tBC, [day] −3.2 −2.0 +3.6 +11.4

Case Focus Parameters/conditions varied with respect to base case

Symbol Units BC value Sensitivity value

InitTCE1 InitTCE2 InitTCE3
InitTCE Initial TCE concentration CTCE [mmol L−1] 5 1 2.5 7.5

Results InitTCE1 InitTCE2 InitTCE3

Time, tS [day], required to reach the 98% Cl− endpoint 31.8 44.2 90.4
Δt= ts− tBC, [day] −32.8 −20.4 +25.8

(continued on next page)
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Case Focus Parameters/conditions varied with respect to base case

Symbol Units BC value Sensitivity value

HaldInhib1j HaldInhib2k

HaldInhib Haldane inhibition KHI
TCE [μmol L−1] – 900 900

KHI
DCE [μmol L−1] – 750 6000

KHI
VC [μmol L−1] – 750 7000

Results HaldInhib1 HaldInhib2

Time, tS [day], required to reach the 98% Cl− endpoint NA 172.8
Δt= ts− tBC, [day] − +108.2

Case Focus Parameters/conditions varied with respect to base case

Symbol Units BC value Sensitivity value

BufCap Soil buffering capacity MCaCO3
[mol kg-w–1] 0.6 0

Results

Time, tS [day], required to reach the 98% Cl− endpoint N/A
Δt= ts− tBC, [day] –

a Parameter values for case MonKin1 were taken from [36].
b Parameter values for case MonKin2 were taken from [48].
c Parameter values for case MonKin3 were taken from [117] and correspond to EV culture.
d Parameter values for case MonKin4 were taken from [117] and correspond to PM culture.
e Abbreviation NA indicates that 98% Cl− endpoint was not reached within the simulation time of 350 d.
f A dash (–) indicates the value was not calculated or the parameter was not simulated in the subject case.
g Parameter value was taken from [8].
h Parameter value was set equal to the minimum from the range reported in [55].
i Parameter value was set equal to the maximum from the range reported in [55].
j Parameter values for case HaldInhib1 were taken from [115] and correspond to EV culture.
k Parameter values for case HaldInhib 2 were taken from [115] and correspond to PM culture.

Table 6 (continued)
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for kg water). The purpose of the BufCap simulation was to evaluate
the role of calcite in buffering the system.

3.4. Gas release simulations

The influence of gas releaseon themodeling resultswasexaminedby
re-running the base case and three of the global sensitivity simulations
(MonKin3, MonKin4, and BufCap) with the potential for gas to form
included. In these simulations, a gas phasewas allowed to formonce the
sum of the partial pressures of all gases produced exceeded 1.06 atm.
This total pressure is equivalent to a location approximately 0.6 mbelow
the water table, chosen arbitrarily. The initial partial pressures for all
gases (H2O, O2, H2S, NH3, N2, and H2) were negligible except N2 for
which the partial pressure was set at 0.79 atm, and CO2 for which the
partial pressurewasfixed by specifying the initial solution alkalinity and
pH (Table 4). Global sensitivity cases MonKin3 and MonKin4 were
chosen as examples representing standard situations (no extreme
conditions, literature values for Monod kinetic parameters for chlori-
nated ethenes), whereas case BufCap was chosen because it was
expected to be the case most susceptible to gas formation and therefore
representing the resultsmost affected by neglectinggas formation in the
original sensitivity simulation (Case BufCap examined pH changes and
pH is influenced by the formation of a gas phase (Eq. (29)).

4. Results

4.1. Base case simulation

For the base conditions the time required for complete degrada-
tion of chlorinated ethenes was found to depend strongly on the
slower relative transformation kinetics for DCE and VC, compared
with that for TCE (Fig. 2a). Here, kmax

DCE and kmax
VC are only one-fourth and

one-fifth, respectively, of kmax
TCE . The Ks values are similar for DCE and

TCE, but Ks
VC is approximately two orders of magnitude greater,

further reducing the rate of VC transformation. The time needed to
reach the 98% Cl- endpoint (chlorinemetric) was 65 days, whereas the
time needed to reach the 98% ETH endpoint (ethene metric) was
66 days. Sulfate was the sole nonchlorinated electron accepter and
its concentration was reduced from 10.4 mM to 8.7 mMover 100 days
(Fig. 2b). The model predicted that after 14 days, when TCE
dechlorination—the primary H2 sink—was satisfied, H2 increased
sharply (Fig. 2c). Rapid increases in H2 were also observed after
50 days and 67 days when DCE and VC dechlorination were complete,
respectively. Although calcite was in excess, the resulting buffering
capacity was not sufficient to maintain the pH above 6.5 (Fig. 2c).
Calcite dissolution is limited by its solubility rather than by kinetic
constraints [84], and only an inadequate 0.01 mol kg-w–1 of calcite
was predicted to dissolve to help neutralize the 5 mM of HCl
that resulted from dechlorination. The pH reduced to 6.2 by day
60, causing the rates of themicrobial processes (fermentation, dechlo-
rination, and sulfate reduction) to be reduced, although not stopped
(F(pH)=0.6).

4.2. Local sensitivity simulations

Fig. 3 shows the ranked importance of the top 13 of 35 parameters
(in order of descending influence) based on the chlorine metric
(Eq. (36)) and Δβn of 2%, while Table A.2 in the Supplementary
Information provides the ranked importance of all the 35 parameters. A
similar ranking was obtained based on the ETHmetric (Eq. (35)). Using
Δβn of 1%, 2% and 10% yielded identical ranking results for the top
8 parameters and nearly identical results for the other parameters
(figures not shown). This indicates that the local sensitivity results are
not strongly affected by non-linearities. Fig. 3 reveals that themaximum
DCEutilization rate (kmax

DCE) and yield due toDCE degradation (YDC2DCE) have
the most significant influence on the time required for dechlorination.
These two properties are followed in importance by the coefficient for
pH inhibition by protonation (K1), the maximum VC utilization rate
(kmax

VC ) and the first-order decay constant for DCE/VC dechlorinators
(kbDC2). All of theseparameters affect onekey variable: thegrowth rate of



Fig. 2. Simulation results for the base conditions for (a) chlorinated ethenes
concentrations; (b) sulfate and sulfide concentrations; and (c) H2 concentrations and
pH over time.
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the DCE and VC dechlorinating population. For example, the maximum
organism growth rate for DCE dechlorinators utilizing DCE equals
YDC2
DCE·kmax

DCE−kb
DC2. Likewise, the protonation inhibition (Eq. (19)) direct-

ly acts to reduce growth rate as indicated in Eqs. (17) and (27).
Significant here is that it is not the rate of dechlorination (kmax

DCE) by itself
that is important in the time required to achieve 98% removal in the
batch system, but it is the combined impact of all the factors affecting the
overall growth rate.

Dechlorinators grow slowly, with a doubling time based upon the
base line coefficients (Ybioi , kmax

i , kbbio) used for DCE dechlorinators of
4.8 days and for VC dechlorinators of 7.4 days. Fig. 2 indicates
significant DCE dechlorination did not begin until after about
16 days, representing about 3.3 doubling times. Growth of VC
dechlorinators could not begin until VC appearance at 16 days, after
which about 34 days passed before significant VC dechlorination
occurred, representing about 4.6 doublings. Four doublings would
represent a population increase of 16 times that initially used. This
indicates that had the initial population been assumed to be about 16
or more times larger, dechlorination of DCE and VC would have
started almost immediately (assuming no lag effect). While in this
sensitivity analysis the initial concentration of DCE/VC dechlorinators
(XDC2) seemed of less importance (seventh place ranking), in the field
this value varies over orders of magnitude due to growth, decay, and
possible bio-enhancement; thus its true impact is not captured as well
in the limited range of variation used in this sensitivity analysis.

The ranking shown in Fig. 3 assists in better understanding how
each parameter influences the model output; however, the results are
specific to (i) the choice of sensitivity metrics, which here focus on
complete degradation of chlorinated ethenes to non-hazardous ETH,
and (ii) the parameter values selected, as well as the initial and
boundary conditions of the chosen system. For the base case, based
upon the startup of microcosms employing native SABRE site soil and
groundwater, the time to reach 98% dechlorination was dominated by
the growth rate of the DCE and VC dechlorinators relative to all other
factors. However, this may not be true for other cases, such as during
the steady-state operation of DNAPL dechlorination when relevant
microbial populations are at peak, constant levels. For instance, while
excess H2 was available in this base case, it is expected that under H2-
limited conditions the H2 half-saturation constants and the Monod
kinetic parameters for fermentable e-donor will have a higher relative
ranking.

4.3. Global sensitivity simulations

For case MonKin, investigating sensitivity to the kinetic para-
meters of published dechlorinating cultures, the obtained profiles for
TCE, DCE, VC and ETH concentrations are shown in Fig. 4. In all cases,
the organisms’ yield and decay rates were assumed (in the absence of
reported information in the key references employed) to be the same
as in the base case; as a result, simulated differences in growth rates
arose primarily due to differences in maximum utilization rates. As
expected, the time scale associated with each chlorinated ethene in
each plot in Fig. 4 (and Fig. 2 for base case) is clearly correlated to the
magnitude of the maximum utilization rate of that species (Table 6).
Table 6 summarizes the results of the chlorine metric relative to the
base case. In case MonKin4 (PM culture, Yu [114]), the 98% Cl−

endpoint is never reached (Table 6), since the VC transformation rate
decreased with time after DCE disappeared, reaching zero by
approximately 150 days. Although this microbial population grew
while dehalogenating DCE, its calculated growth rate is negative with
only VC being dechlorinated. This suggests that the PM culture is
similar to that of Dehalococcoides ethenogenes strain 195, which
cometabolically transforms VC [116], thus indicating that it cannot
grow on VC alone.

The results of increasing Ks
H2 (DC1, DC2) in case HydK(DC) are

presented in Fig. 5. As expected, such increases result in a decrease in
growth rate, thus increasing the dechlorination time. Here, a 7.5-fold
increase in KS

H2 (DC1, DC2) over the base case value increased the time
to the 98% Cl− endpoint to 137 days (∼ twofold increase, compare
Figs. 2a and 5a). The SO4

2− (Fig. 5b), pH and H2 (Fig. 5c) curves for
HydK(DC) are identical to the base case curves apart from the
timescale and the last H2 peak. The peak in H2 is lower in case HydK
(DC) compared to the base case because the sulfate reducers
consumed more H2 with the longer time required for complete
dechlorination to ETH. The half-saturation coefficient for H2 utiliza-
tion by sulfate reducers of 200 nM is an order of magnitude higher
than the value used for dechlorinators, indicating that dechlorinators
are expected to out-compete sulfate reducers for H2 at low H2

concentrations. It is noted, however, that for the conditions modeled
there was no limitation on H2 availability as there was insufficient H2

demand (note: excess H2 donor, linoleic acid, was assumed in the
simulation).



Fig. 3. Ranking of top 13 of 35 model parameters based on local sensitivity analysis.
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Results for case HydK(SRB), examining the effect of reducing KS
H2

from 200 to 20 nM for sulfate-reducing microbes on dechlorination
time, are presented in Fig. 6. Since decreasing KS

H2(SRB) increases H2

consumption by sulfate reducers, this leaves less H2 available for
dechlorinators and therefore the dechlorination rates decrease and the
time to reach the 98% Cl− endpoint increases. A 10-fold decrease in KS

H2

(SRB) increased the time to 136 days (∼2-fold compared to the base
case; Table 6). For case HydK(SRB), the H2 level increased to 120 nM
after all H2 sinkswere satisfied (Fig. 6c): first sulfate reduction (on day
35, Fig. 6b) and then dechlorination (on day 145).

The influence of H2 threshold for sulfate reducers (case HydThres
(SRB)) is presented in Table 6. The time required to reach 98%
dechlorination was little different at 65 days for the base conditions
with CH2

min (SRB)=1 nM and 64 days when CH2

min (SRB) equaled 15 nM.
The effect of CH2

min (SRB) on the dechlorination time is small compared
to the other parameters examined. A H2 threshold concentration of
1 nM is half the value used for dechlorinators, allowing sulfate
reducers to out compete dechlorinators for hydrogen, while at 15 nM,
the dechlorinators are favored. For this reason, less sulfate reduction
occurred in the latter case (data not shown).

Results for case Acet, exploring model sensitivity to the degree to
which acetate is utilized as an e-donor, are presented in Fig. 7 for the
two endpoint simulations (p=1 and p=0). As expected, acetate
utilization is beneficial for chlorinated ethene transformation:
decreasing p (the fraction of acetate used) systematically increased
the time required to reach the 98% Cl− endpoint (up to a maximum
increase of approximately 20% for p=0, Table 6). Robinson et al. [84]
demonstrated that acetate utilization also reduces the total e-donor
requirement. The Acet simulation results agree with this: when p=1,
the predicted linoleic acid use was 6.4 mmol kg-w–1 for 98%
dechlorination, but it increased to 7.2 mmol kg-w–1 with p=0.

The effect of varying the initial TCE concentration between 1 and
7.5 mM was examined in case InitTCE. As expected, increasing TCE
concentration increased the time to reach the 98% Cl− endpoint
(Table 6). For example, a 50% decrease of the initial TCE concentration
relative to the base case value decreased the time to reach the 98% Cl−

endpoint to 44 d (32% decrease), whereas a 50% increase increased
the time to 90 d (40% increase). The effect of competitive inhibition by
chlorinated ethenes on the transformation of daughter products was
also studied. As the TCE concentration was increased from 1 mM to
7.5 mM, the rate of VC production decreased, indicating that DCE
dechlorination was inhibited by higher TCE concentrations. Inhibition
of VC dechlorination by DCE was also observed. Fig. 8 illustrates the
evolution of the TCE and DCE competitive inhibition terms (ICI,
Eq. (25)) for different initial TCE concentrations; note that the higher
the ICI, the higher the competitive inhibitory effect on microbial
activity. As expected the inhibition coefficients peak when concentra-
tions of the competing chlorinated ethene peaks and themagnitude of
the peaks is approximately linearly related to the magnitude of the
initial TCE concentration.

It is worth mentioning that if DNAPL is present in the system, it
serves to deliver aqueous TCE concentrations at or near the solubility
limit (depending on the mass transfer expression employed). Once
DNAPL is depleted, the model predicts first very similar behavior to run



Fig. 4. Model-generated chlorinated ethenes concentration profiles over time based on Monod kinetic parameters from: (a) Fennell and Gossett [36] (MonKin1); (b) Lee et al. [48]
(MonKin2); (c) Yu [117] for EV culture (MonKin3); (d) Yu [117] for PM culture (MonKin4). Legend in (a) refers to all subplots.
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InitTCE3 (CTCE=7.5 mM) and then as TCE concentrations diminish, the
predicted system behavior transitions to that for the other InitTCE runs.
However, if the aqueous TCE concentration is at or near the solubility
limit for an extended period of time (e.g., due to DNAPL presence), then
the TCE inhibition term is constant and at maximum and the DCE
inhibition term increases (until DCE solubility limit is reached)
hindering dechlorination to VC and ETH (data not shown).

For case HaldInhib, the impact of including Haldane inhibition is
shown in Fig. 9. Model simulations without (Fig. 2) andwith Haldane
inhibition (Fig. 9) yield considerably different results. In simulation
HaldInhib1 (Fig. 9a) with the lowest Haldane coefficients, ETH was
not produced, and only 33% of the base case Cl− endpoint was
reached after 60 d. In simulation HaldInhib2 with the higher
coefficients, the time to reach a 98% ETH and Cl− endpoints was
almost 3 times longer than in the base case (Fig. 9b). This suggests
that inclusion of Haldane kinetics is important when predicting
reductive dechlorination of TCE at high concentrations. The Haldane
coefficients used here as reported by Yu and Semprini [115] indicate
that high DCE and VC concentrations are more toxic or inhibitory for
the EV culture than for the PM culture, thus the toxicity appears to be
culture specific.

Case BufCap examined the importance of soil buffering capacity.
Fig. 10, where calcite is initially absent, indicates ETH was not
produced, and only 28.4% of the base case Cl− endpoint was reached
after 100 days (Fig. 10a). The pH dropped to 4 within 100 days
(Fig. 10b) and, therefore, microbially mediated dechlorination was
severely inhibited. For comparison, when calcite was assumed to be
initially present, the pH was predicted to drop to 6.2 after 100 days
(Fig. 2d). Recall that the local sensitivity analysis showed that varying
the base case initial amount of calcite ±10% had no impact (as
expected, since calcite remained in excess). However, this under-
scores that calcite disappearance is clearly significant if no other
alkalinity were present in the water to provide buffering capacity.

4.4. Possible gas release simulations

The model predicted that, for the base conditions simulated, the
build-up of dissolved CO2 accompanying dehalogenation leads to gas
bubble formation at 59 days. This is when the partial pressure of all
the gases sums to 1.06 atm. While N2 is the dominant species when
the gas phase forms (initial partial pressure=0.79 atm), the gas
composition changes as dehalogenation proceeds with the ratio of
CO2(g) to N2(g) increasing (Supplementary Material, Fig. A.2).
Despite this, for the base case, when a gas phase was permitted to
form the time required to reach the 98% Cl− endpoint was the same
as when this process was neglected. There were no deviations in the
key metrics for the local sensitivity simulations and conclusions
remain unchanged. This is explained by the fact that the increase in
CO2(g) concentrations were not sufficient to substantially alter the
pH insofar as to affect the dechlorination rate in the examined
system. Selected cases from the global simulations (MonKin3,
MonKin4, and BufCap) were also tested assuming possible gas
bubble formation. Observed deviations in time required to reach 98%
Cl− endpoint were not more than 4% compared to the respective
simulations with no gas phase modeled (Supplementary Material,
Fig. A.3). Note that even though gas release was modeled in the
subset of simulations, its influence was limited to pH and other
aqueous chemistry influences (i.e., pH may increase due to the shift
in the carbonate equilibria as CO2(g) is released, Eq. (29), [84]). The
influence of gas release on partitioning of chlorinated ethenes to the
gas phase was not included in the model and as a result the impact of
gas release may be underestimated. In addition, for simulations of



Fig. 5. Influence of H2 half-saturation constant for dechlorinators, KS
H2(DC1, DC2), on (a)

chlorinated ethenes concentrations; (b) sulfate and sulfide concentrations; and (c) H2

concentration and pH. Results are shown for the base conditions with KS
H2 (DC1, DC2)=

15 nM (HydK(DC)).

Fig. 6. Influence of H2 half-saturation constant for sulfate reducers, KS
H2(SRB), on (a)

chlorinated ethenes concentrations; (b) sulfate and sulfide concentrations; (c) H2

concentration and pH. Results are shown for the base conditions with KS
H2 (SRB)=20 nM.
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flowing systems, gas production due to microbial activity and gas
entrapment may result in reduced effective water permeability and
flow diversion [111]. Therefore, the influence of gas release on
permeability may be significant in such simulations.

5. Conclusions

A comprehensive approach formodeling enhanced biodegradation
of chlorinated ethenes in DNAPL source zones has been developed.
Simulations provide quantitative insight into the physical, chemical
and biological processes involved, especially their interactions. The
model developed considers site-water chemistry, mineral precipita-
tion and dissolution, gas release, pH and alkalinity variations, free-
phase DNAPL, aqueous phase chlorinated ethenes, e-donor, alterna-
tive terminal electron-accepting processes and microbial populations.
The modeling examples presented in this work illustrated the ability
of the model to simulate substrate fermentation, non-linear dechlo-
rination kinetics (with competitor, product, and self-inhibition),
growth and decay of four microbial populations, calcite precipita-
tion/dissolution and pH feedback.

The sensitivity analysis indicated that DCE- and VC-related model
parameters (i.e., kmax

DCE, YDC2DCE, kmax
VC , kbDC2, XDC2) are most critical to the

model output. These all have impact on the maximum growth rate for
the DCE and VC dechlorinating microorganisms, which in turn affects
the time required for a small initial population to mature and attain
sufficient concentrations to impact significantly the overall dechlori-
nation rate of solvents. At high TCE concentrations, a significant
competitive inhibitory effect is observed on the rates of microbial
growth and efficiency of DCE and VC dechlorinating microorganisms,
and this dominates the overall remediation times. Results suggest that
this may be one reason why the reductive dechlorination of PCE and
TCE at contaminated sites often results in the accumulation of DCE
and VC (e.g., [60]), rather than ETH. The global sensitivity analysis
further revealed pH control to be a crucial factor, as hydrochloric and
organic acids are expected to accumulate in the source zone during
bioremediation, leading to groundwater acidification and inhibitory



Fig. 7. Influence of acetate breakdown (p) on chlorinated ethenes concentrations.
Results are shown for the base conditions with (a) p=1.0 (Acet1) and (b) p=0
(Acet4). The legend in (a) applies to both subplots.

Fig. 8. (a) TCE and (b) DCE competitive inhibition term variation with time for different
TCE initial concentrations. The legend in (a) applies to both subplots.

Fig. 9. Influence of incorporating Haldane inhibition on chlorinated ethenes
concentrations. Results are shown for the base conditions with Haldane inhibition
constants from Yu and Semprini [115] for (a) EV culture (HaldInhib1), and (b) PM
culture (HaldInhib2). The legend in (a) applies to both subplots.

Fig. 10. Influence of soil buffering capacity (BufCap) on (a) concentrations of
chlorinated ethenes, and (b) pH. Results are shown for the base conditions with calcite
absent.
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pH conditions for dehalogenating microorganisms. The soil buffering
capacity may not be sufficient to prevent inhibitory acidic conditions
alone, but for accurate predictions inclusion of the soil buffering
capacity in a model is desirable as it has a significant impact. At high
chlorinated solvent concentrations, inclusion of Haldane kinetics
appears to also be important, however Haldane inhibition is culture
specific [115]. Furthermore, the time required for dechlorination
depends not only on dechlorination kinetics, but also on the kinetics
of the competing nonchlorinated TEAPs. For instance, if sulfate
reduction occurs, dechlorination is likely to proceed slower and
more electron donor is likely to be required. Most of these conclusions
reinforce ideas already known about the performance of these
complex systems; indeed, it is the fact that the model produces a
wide array of results that corroborate current understanding that
provides confidence in its formulation and comprehensive inclusion
of key processes.

This is the first model that explicitly accounts for reductive
dechlorination by microbial communities as well as detailed soil–
water geochemistry. As opposed to the recently developed biogeo-
chemical models focused primarily on landfill leachate aquifer
plumes, the presented model simulates parallel, rather than sequen-
tial, activity of multiple bacterial groups and their biochemical effects.
The model proposed in this study requires validation through
application to experimental data sets. For this purpose, data sets
from the microcosm, column, and field studies conducted as part of
the SABRE project (http://www.claire.co.uk/sabre) can be used. Since
the computational expense of such comprehensive model is currently
prohibitive for full field-scale applications, it is expected that the
presented modeling approach is best employed as a tool to provide
insight for understanding and optimizing bioremediation systems and
to provide a benchmark for less complex but more practical field
simulators.
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