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Abstract—Infrastructure-as-a-service (IaaS) cloud providers
sell their resources as different types of virtual machines (VMs)
called instances. Any resource is limited in capacity, so is the
resource in cloud. Pricing models can be used as a tool for cloud
providers not only to cover their costs and realize a profit but also
to encourage cloud tenants to use cloud resources efficiently and
achieve high utilization. In this paper, we propose a new pricing
methodology that encourages cloud tenants, whose requested VMs
can be allocated easily and fairly, to use more cloud service by of-
fering them lower prices, while discouraging cloud tenants, whose
requested VMs are difficult to allocate, from using cloud service
by charging them higher prices, while enhancing the revenue that
a cloud provider receives. We perform a case study with a multire-
source allocation fairness algorithm, i.e., the dominant resource
sharing algorithm. Then, we further conduct case studies with
two ways of price calculation: the total unit price redistribution
and total revenue redistribution. Evaluation results show that
the proposed pricing model with total unit price redistribution
and total revenue redistribution can increase the overall reve-
nue of cloud providers by up to 11.60% and 11.18%, respectively.

Index Terms—Cloud computing, fairness, pricing model, pric-
ing sensitivity, revenue enhancement.

I. INTRODUCTION

C LOUD computing is transforming information technol-
ogy around the world. The computational and storage

resources provided by infrastructure-as-a-service (IaaS) cloud,
through different types of instances, are easy to access and
maintain. Thus, large investments have been made to move
business services into cloud and implementing/managing data
centers to support cloud services. This raises a number of
concerns with respect to the cost efficiency of the cloud, from
the perspectives of both the cloud providers and the cloud con-
sumers or tenants. Upon the request of an instance by a tenant,
if the cloud has enough resources to host the instance, a virtual
machine (VM) is allocated onto a server, so that the cloud
tenant could run her applications or other computational tasks
on the instance, or the VM to be specific. Many research works
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[1]–[3] have been devoted to leverage server virtualization and
allocation techniques to optimize data center resource alloca-
tion via VM placement optimization. However, optimization
from any aspect alone is limiting. The amount of resources that
a cloud tenant needs varies from time to time. Traditional re-
source allocation and provisioning techniques still require data
centers to be prepared for the intense resource demand during
peak period [4]. Incorrect estimations of user demand levels
may lead to costly overprovisioning of resources. Moreover,
regardless of how the cloud is considered to be an unlimited
resource pool, any resource has fixed capacity. It is obvious
that having an optimal resource allocation algorithm to squeeze
more capacity to serve more tenants is the key to increase the
cloud provider’s revenue [5]. It is important to incentivize cloud
tenants to request for cloud resources reasonably, by devising a
pricing methodology that charges each cloud tenant fairly, so
that no one could use up a large portion of the resource and
leave few to others. Therefore, user behaviors and usage pat-
terns should also be considered as inputs to the VM placement
problem. Many research works [6], [7] have shown that the use
of pricing to induce desirable user behavior is a successful
approach.

Furthermore, most cloud providers do not offer their ten-
ants a service-level agreement (SLA) with the exact measures
specifying the service provided. For example, Amazon Elastic
Compute Cloud (EC2) only describes its central processing
unit (CPU) resource in terms of equivalent Xeon processors
and its input/output (I/O) performance as “high”, “moderate”,
and “low”, which are hardly measurable by cloud tenants [8].
Google Compute Engine advertises that its load balancing
technique would let its user achieve maximum performance1

without specifying what “maximum performance” means. For
services with best effort, no cloud service provider would
promise that the service would meet some definite standards.
The SLA of Amazon EC2 guarantees a service availability
of 99.95% without mentioning performance.2 Although Xu
and Li [8] have pointed out that a number of measurement
studies have reported computational performance degradations
of cloud services, most cloud tenants understand that they are
using a best-effort service with performance variations, and
hence, they tolerate minor performance degradations [9]. In
fact, it is difficult for cloud tenants to determine whether the
performance degradation is due to the lack of resources. For

1https://cloud.google.com/products/compute-engine/
2http://aws.amazon.com/ec2/sla/
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a moment or two, people using applications that are run as a
cloud service may experience a slow response time. However,
it is almost impossible for an end user to determine if it is the
cloud provider or the network provider that should be blamed.
Thus, many researchers have proposed revenue enhancement
strategies [8], [10], such as resource overbooking, capacity right
sizing, and resource throttling, to increase server utilization lev-
els and save maintenance and operation costs. These all proved
to be truly revenue-increasing techniques. However, would it
be fair to cloud tenants that the cloud provider profits in such
a way? First of all, cloud tenants’ inability to detect resource
shortages or performance degradation is critical for making
these techniques feasible and profitable. Second, all the costs of
implementing and operating such revenue enhancement tech-
niques are eventually paid by each cloud tenant. It would be
unfair to those cloud tenants who have kept their resources
highly utilized. Third, a cloud service with a flat rate but utilizes
resource throttling and overbooking to try to realize a higher
profit is untruthful to its users.

To address these problems, we propose a pricing methodol-
ogy with dynamic pricing [11], which has been shown to be
beneficial in many industries [12]. Under this methodology,
an IaaS cloud provider may charge different tenants different
prices. Inspired by the principle of the law of supply and
demand, we also aim to use pricing to incentivize cloud tenants
to use data center resources in a way that is fair, while ensuring
high utilization levels. Given that the types of VMs and the
number of VMs requested by all active cloud tenants are known
at any point in time, our pricing methodology leverages a task
scheduling algorithm to evaluate how many VMs each tenant
should receive, so that the total resources allocated to each
cloud tenant is fair and resource utilization is higher compared
to other fair-sharing resource allocation algorithms [13]. A pric-
ing weight for each tenant is derived according to the number of
VMs allocated to the tenant. Finally, new prices are determined
based on the prices that the cloud provider was charging orig-
inally and the weight derived. The total number of requests of
different VMs changes as the result of price changes; hence,
system optimal resource utilization and optimal usage behav-
iors are eventually achieved. Furthermore, we study our pric-
ing methodology with the dominant resource fairness (DRF)
algorithm [14] and show that the total revenue that a cloud
provider receives is enhanced. Moreover, we study our pricing
methodology with total unit price redistribution, where we sum
up the unit prices charged by a cloud provider originally and
redistribute the charges among users according to the pricing
weight, and total revenue redistribution, where we sum up the
revenue received by a cloud provider originally and redistrib-
ute the charges among users according to the pricing weight.
The proposed pricing methodology follows a pay-as-you-go
pricing model. It suits the fundamental characteristics of the
cloud as an on-demand and usage-based service. The proposed
pricing methodology is transparent and truthful because it takes
the total allocable resources into consideration, so that any
manipulation from the backend such as resource throttling or
capacity right sizing is reflected in the new prices. Unlike the
spot instance [15], our proposed pricing methodology does
not produce service termination. In addition, instead of setting

the price to the highest possible rate, the prices generated by
our pricing methodology are determined by looking at the
utilization of system resources.

To the best of our knowledge, this is the very first work to
introduce a fairness-aware pricing model that increases IaaS
cloud service revenue. The remainder of this paper is organized
as follows: We study the existing pricing models in Section II.
Then, we present our new pricing methodology in Section III
and its formulation in Section IV. In Section V, we use the het-
erogeneous DRF (DRFH) allocation algorithm, as an example,
to study the efficiency of our proposed pricing methodology
and show that it is revenue enhancing and achieves personal
and social fairness. The results of a numerical experiment and
a trace-driven simulation are shown in Section VI. Section VII
concludes this paper.

II. RELATED WORK

For the IaaS cloud, computing infrastructures, such as CPUs,
storage, and network, are virtualized and provisioned to cloud
tenants as instances. Each cloud tenant simply requests in-
stances to run her applications or other services. Some exam-
ples of IaaS are Amazon EC2 and Google Compute Engine
[16]. The flat-rate pricing model is used by most of the cloud
providers, such that cloud tenants are charged according to
the time of usage regardless of network congestions or system
workload. Many researchers have proposed pricing models that
provide dynamic rates to encourage cloud tenants to lease
instances in a desired manner.

A. Pricing Methodologies

1) Flat-Rate Pricing: Reserved Instances: Amazon EC2
provides the option for customers to subscribe to its cloud
service for one- or three-year periods with a nonrefundable
one-time payment at a lower rate. Cloud tenants can use
their reserved resources at anytime during the reserved period,
while Amazon ensures that the reserved resources are always
available [17]. However, resources may be wasted if the cloud
tenant has reserved an instance but for most of the time left
it idle. Freemium and Usage Based: To encourage potential
cloud tenants to try their cloud services, both Amazon EC2
and Google Compute Engine provide free but limited amount
of resources for a limited time period. Once the actual usage
exceeds the limits, usage-based pricing is generally applied.
Usage-based pricing is the most common pricing model for
cloud services because it is elastic and charges a tenant based
on the actual usage. A typical Google Compute Engine standard
instance may contain one virtual core and 3.75-GB memory
and charges in minute-level increments for the time that the
cloud tenant runs her instance.1 Amazon EC2 bills to the
nearest server hour or gigabyte month [17]. Usage-based pric-
ing allows users to use the cloud service anytime without
a long-term commitment, but the access to cloud service is
not always guaranteed. Financial Option: Sharma et al. [18]
proposed a pricing model that employs the financial option
theory and Moore’s law. They treated the cloud computing
commodities as assets and mapped cloud parameters to the
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Black–Scholes–Merton model. Moore’s law is used to describe
the value of the resources in cloud. The price determined by
their model is the optimal price that the cloud provider should
charge the clients to recover its initial cost.

2) Dynamic-Rate Pricing: Although flat-rate pricing is
widely adopted by mobile, Internet, and television service
providers, Gallego and van Ryzin [19] have shown that flat-
rate pricing is optimal when the capacity or quantity of the
expected sales is infinite. On the other hand, the dynamic
pricing method has shown its benefit, when the capacity is
fixed and unsold volume is worthless, such as in the airline,
hotel, and electric utility industries [12]. Spot Instances: Ama-
zon provides its unsold cloud capacity as spot instances for
customers to bid on. Amazon sets its spot prices through a
market-driven auction and publishes its spot price for the next
time period online, so that customers can run those instances
as long as their bids exceed the current spot price. Spot
instance pricing allows Amazon to sell more of its unused
resources at the highest possible rate, while preserving con-
trol over the spot price [15]. Unfortunately, for cloud tenants,
spot instances introduce uncertainty to their access to the
cloud service because they may be terminated at any time.
Smart Metering: The smart metering model proposed by
Narayan et al. [20] provides dynamic pricing of the cloud ser-
vice based on the load condition. The resource usage is metered
and recorded. The customer’s historical utilization statistics are
used to predict the load condition for the next time interval of
operation and thus determine the price. The price is then pub-
lished on the cloud provider’s website, so that the customer
could decide whether to continue her usage.

B. Fairness-Aware Pricing

There has been some research work considering resource
fairness in cloud servers. Fairness–efficiency tradeoffs were
studied in [21] with multiple resource types. The authors de-
fined percentage efficiency as the percentage difference be-
tween the total number of jobs processed in a given allocation
and the maximum number of jobs that can be processed with
the same capacity constraint, and the leftover capacity as the
amount of unused resources. Since one of the goals of our pric-
ing methodology is to increase the revenue of a cloud provider
while achieving a high level of resource utilization, finding the
most efficient resource fair-sharing algorithm is crucial for our
pricing methodology. Another work [22] considered the price
competitions among different providers in the open market.
They tackled the cloud competition problem and proposed
a noncooperative game to investigate the price competition
among cloud providers and its impact on profit of all cloud
providers, tenant satisfaction, and final instance prices. How-
ever, the competition among multiple cloud providers is out of
the scope of this paper.

III. FAIRNESS-AWARE PRICING METHODOLOGY

Here, we introduce our fairness-aware pricing methodology
for IaaS cloud computing service providers.

A. Motivation

Our pricing methodology determines prices, for each active
user in the system, according to how easily the system could
provision VMs requested by the user. With the allocation
goal of both fair sharing among all users and high system
utilization, fewer resources allocated to a user by a task sched-
uling algorithm indicates that the system has more difficulty
to place the user-requested VM. Therefore, we are motivated
to raise the prices for these users who overload the system.
As a result of price changes, requests for a specific type of
VM by existing or potential users are encouraged or discour-
aged according to the law of supply and demand. Our pricing
methodology is based on a pay-as-you-go pricing model with
dynamic unit prices, so that the fundamental characteristics
of the cloud as an on-demand and usage-based service are
preserved. Furthermore, new prices are determined according
to the total allocable resources; system optimal resource uti-
lization is achieved by using pricing to incentivize users to use
the cloud service in the desired way. Hence, manipulations from
the system backend by the cloud provider, such as capacity right
sizing, resource throttling, and overbooking, are not necessary.
Compared to the spot instance [15] provided by Amazon,
our proposed pricing methodology does not produce service
termination. In addition, instead of setting the prices to the
highest possible rate, prices generated by our pricing method-
ology are determined by considering the utilization of system
resources.

B. Methodology

As mentioned earlier, the main motivation of this work is
leveraging a pricing policy to manipulate user behavior, for
the purpose of increasing system resource utilization. Fig. 1
shows a sequence diagram that demonstrates the working
mechanism of the proposed fairness-aware pricing methodol-
ogy. Users request VMs with known current prices of VM
types. Then, upon the arrival of a new user’s VM request,
task scheduling algorithms are executed to dynamically allocate
cloud resources, subject to the cloud server’s existing tasks
and available resources. The algorithm not only determines
how easily the VM could be hosted but also decides on which
server the VM is to be placed. While the user’s request is
being fulfilled, the real-time cloud information, including in-
coming VM settings and current cloud workload, is updated
to the decision-making module that implements our proposed
pricing model. The new price is generated accordingly after
the allocation decision. With the new prices, existing users
react by increasing or decreasing their usage percentage of
the cloud service. Once the user reactions are submitted to
our system, the algorithm starts again from the beginning as
a new loop. In addition, potential users may decide to start to
use the cloud service. This procedure continues as the users’
demands fluctuate. It is apparent that a decision-making module
that predicts users’ reaction to future prices and subsequently
adjusts prices to achieve predefined optimization goals is the
key of our methodology. Details are described in following
sections.
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Fig. 1. Sequence diagram for fairness-aware pricing.

TABLE I
DEFINITION OF INPUT VARIABLES

IV. PROBLEM DISCUSSION

With the pricing methodology proposed in the last section,
a number of open issues remain to be addressed before the
methodology can be put in practice. For instance, on which
server or servers should the cloud system place the requested
VMs? How would pricing affect users’ demands? How to
determine the price, in order to enhance the revenue? Here, we
discuss these issues.

We define the input variables, as shown in Table I. Suppose
that the set of serversS, resource typesR, and resource capacity
vector cl are known for each server l. In addition, suppose that
the set of cloud tenants U , the resource vector of their desired
types of VM Di, and the number of VMs that users initially
requested Ts are known.

A. Price Sensitivity

Our pricing methodology leverages the concept of price
sensitivity to model the user reaction to the new price generated
by our pricing model. In a competitive market, price sensitivity
defines the highest price a customer would pay for the desired
product and the lowest price a customer would pay without sec-
ond thought of the product quality [23], [24]. As the most pow-
erful tool to marketers, price sensitivity is well studied when
setting the price of a new product to maximize the demand of
the product and the business outcome [25]. For a majority of the
buyers, the price is not only a key factor that will influence their
purchase decisions but also an indicator for them to perceive
product or service quality. The price threshold that captures
consumer insensitivity to small price changes was examined

Fig. 2. Commodity demand curve.3

in [25]. Harmon et al. [23] studied the price sensitivity mea-
surement (PSM) model and incorporated it into the value-based
software engineering (VBSE) process. PSM check is used twice
during the VBSE process to first refine customer value assess-
ment of the potential product and then help in finalizing the
development of a marketing plan prior to commercialization.
Moreover, the law of supply and demand suggests that the
availability and desirability of a product has a great effect on the
product price [26]. If the supply is sufficient but the demand is
low, the price will be low. In contrast, if the supply is inadequate
but the demand is high, the price will be high. Then, given that
all other factors are equal, the demand of the good or service
decreases as the price increases.3 The demand curve of a com-
modity is downward sloped, as shown in Fig. 2. However, to
the best of our knowledge, the specific demand curves of cloud
services have not been well studied.

In this paper, we formulate the user sensitivity to cloud usage
price as a market reaction function fR, which represents the
relationship between the price p and the cloud users’ corre-
sponding demand level D(p). That is

D(p) = fR(p). (1)

In this paper, a higher demand level indicates an increasing
need of cloud VMs.

3http://www.investopedia.com/terms/l/lawofdemand.asp
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B. Cloud Task Scheduling

One of the most important steps of our proposed pricing
methodology is to determine how easily a VM can be handled
by the cloud. The computing resources provided by the cloud
consist of heterogeneous servers, where each server may con-
tain a different amount of resources. Hence, the allocation of
various forthcoming VM requests onto the distributed servers
in the cloud is of great importance for the overall system effi-
ciency. The VM placement algorithm in [27] leverages the abil-
ity of VM migration to dynamically migrate VMs from servers
with low utilization, so that unutilized servers could be switched
off to save energy. A dynamic VM placement algorithm is
proposed in [28], which migrates VMs according to different
user-defined policies. In [29], an algorithm is proposed based
on a binary search tree to find the suitable server for optimal
VM placement. A VM placement algorithm is proposed in [30]
with the goal of minimizing the active servers. Considering the
multiresource nature of cloud platform, Ghodsi et al. [14] intro-
duced the idea of DRF to this area. DRF is a multiresource allo-
cation problem with the goal to equalize the dominant share,
which is the maximum ratio of any resource allocated to a
user in the system, among all cloud tenants. It is modeled as
a max–min optimization problem and is shown to possess a
number of fairness properties such as sharing incentive, strat-
egy proofness, envy freeness, and Pareto efficiency. A higher
system utilization is also promised compared to a slot-based fair
scheduling and a max–min fair-sharing algorithm that focuses
on a single-resource type [14]. However, one limitation of DRF
is that it simplifies resources in a cloud computing system as
resources in a supercomputer. It does not consider the capacity
limitation of each server and the fact that, after several VMs are
placed in a server, the remaining resources of this server might
not be sufficient to host other VMs. DRFH is proposed in [31],
which generalizes DRF by applying it to real cloud computing
systems with heterogeneous servers.

C. Fairness

Some of the desirable fairness properties are sharing incen-
tive that guarantees that no user is better off in a system where
resources are equally partitioned among all users; strategy
proofness, where no user can be better off by providing untruth-
ful resource demands; Pareto efficiency, where user requests are
allocated without preempting existing allocations; envy free-
ness, where no user prefers the allocation of another user [14].

Two important fairness properties that users care the most
is personal and social fairness. Personal fairness means that
the price meets each user’s personal expectation [32]. Most
users would expect that a VM consisting of smaller resources is
cheaper than a VM that consists of larger resources. Social fair-
ness means that the provider does not profit unreasonably and
the price only increases based on the increase of costs. Since
server capacity is limited, one VM with a larger amount of
resources allocated in a server could use up a large portion of
the server’s resources, and the remaining resources might not be
sufficient for allocation to other users’ VMs. Therefore, a VM
with larger amount of resources is more costly to allocate. Our

proposed methodology charges more for those VMs that require
a large amount of resources, which indicates social fairness.

D. Revenue Enhancement

One of the goals of our proposed pricing methodology is
to enhance the revenue for cloud service providers. Given the
number of VMs that each user has initially requested Tsi , we
first determine Tni

, i.e., the number of VMs that each user is
allocated by the cloud system. Then, let Pei be the unit price
that the cloud system charges each user. The total revenue Re

that a cloud provider receives is calculated as

Re =
∑
i∈U

Tsi × Pei , ∀ i ∈ U. (2)

User elasticity is determined through the demand function

Tsi = fR (Pei ) , ∀ i ∈ U. (3)

We input the same user demand vectors and system resource
vectors into our pricing model to obtain the new prices Pdi

.
Then, we use the demand function again to derive the number of
VMs that users would request after they receive the new prices,
which is denoted by T ′

si . That is

T ′
si = fR (Pdi

) , ∀ i ∈ U. (4)

All users’ VM requests are scheduled using first-in–first-
out (FIFO) scheduling again. Let T ′

ni
be the number of VMs

that each user is allocated. The total revenue Rd that a cloud
provider receives with the new prices is calculated as

Rd =
∑
i∈U

T ′
ni

× Pdi
, ∀ i ∈ U. (5)

V. CASE STUDY ON DRFH FAIRNESS

In [31], authors have proved that the DRFH allocation algo-
rithm achieves significant improvements in resource utilization,
as compared to the traditional slot scheduler (e.g., Hadoop
fair scheduler). Thus, here, we study our proposed pricing
methodology with DRFH allocation algorithm.

A. Market Reaction Function

Since the supply and demand functions of the cloud service
as the price changes have not been well studied, we utilize
an isoelastic demand function to model how the level of user
demand changes as price changes [8], i.e.,

fR(p) =

(
1

p

)( 1
α )

, α ∈ (0, 1) (6)

where α is the elasticity coefficient.
From (5) and (6), we deduce that

Rd =
∑
i∈U

(
1

Pdi

)(1/α−1)

, α ∈ (0, 1). (7)

Authorized licensed use limited to: UNIVERSITY OF WESTERN ONTARIO. Downloaded on December 13,2021 at 14:07:51 UTC from IEEE Xplore.  Restrictions apply. 



CHI et al.: FAIRNESS-AWARE PRICING FOR REVENUE ENHANCEMENT IN SERVICE CLOUD INFRASTRUCTURE 1011

When the price is smaller than 1, the revenue generated by
our pricing methodology decreases as α increases. In contrast,
when the price is larger than 1, the revenue generated by our
pricing methodology increases as α increases.

B. DRFH Scheduling

DRFH takes the set of heterogeneous servers S, server re-
source types (e.g., CPU, memory, and storage) R, and normal-
ized resource capacity vector for each server l, cl as one input
and takes the set of cloud tenants U and resource vector of re-
quested VM Di as another input. Let r∗i be the largest resource
required by user i’s VM, then the normalized demand of user
i’s VM is calculated as

dir =
Dir

Dir∗i

, ∀ i ∈ U, r ∈ R. (8)

For example, consider a system with two servers, i.e., Server
1 with 2 CPUs and 12-GB RAM and Server 2 with 12 CPUs
and 2-GB RAM. The system has 14 CPUs and 14-GB RAM
in total. Thus, Server 1 and Server 2 have normalized resource
capacity vectors 〈1/7, 6/7〉 and 〈6/7, 1/7〉, respectively. Suppose
that there are two users. User1 requests VMs with 0.1 CPUs and
0.5-GB RAM. User2 requests VMs with 1 CPU and 0.2-GB
RAM. User1 and user2 have normalized demand vectors 〈1/5,1〉
and 〈1, 1/5〉, respectively.

Let Ail = {Ail1, . . . , Ailm} be the resource allocation vector
for user i on server l, Ai = {Ai1, . . . , Aik} be the allocation
matrix of user i, and A = {A1, . . . , An} be the overall alloca-
tion for all users. An allocation is feasible only if no server has
used more resources than its total resources, i.e.,

∑
Ailr ≤ clr, ∀ l ∈ S, r ∈ R. (9)

Let Nil(Ail) be the maximum number of VMs that can be
scheduled for user i in server l and Dir be the fraction of the
total resource r required by user i, then

Nil(Ail) = min
r∈R

{
Ailr

Dir

}
, ∀ l ∈ S, r ∈ R. (10)

Let Ni(Ai) be the total number of VMs that can be scheduled
for user i under allocation Ai, then

Ni(Ai) =
∑
l∈S

Nil(Ail). (11)

The dominant resource allocated to user i in server l is

Gil(Ail) = Nil(Ail)Dir∗i = min
r∈R

{
Ailr

dir

}
. (12)

Therefore, the global dominant share allocated to user i is

Gi(Ai) =
∑
l∈S

Gil(Ail) =
∑
l∈S

min
r∈R

{
Ailr

dir

}
. (13)

The goal of DRFH is to maximize the minimum global dom-
inant share among all users, subject to the capacity constraints

of each server, i.e.,

max
A

min
i∈U

Gi(Ai)

s.t.
∑

Ailr ≤ clr, ∀ l ∈ S, r ∈ R. (14)

DRFH allocates resource to the user with minimum global
dominant share among all active users. When a user has all its
VMs placed in a server, it is removed from the user set U , and
DRFH repeats the allocation process with the updated user set.

C. DRFH-Based Revenue Enhancement

According to the law of supply and demand, given that
other factors such as advertisement, brand preferences, product
differentiation, and segment membership are kept the same, the
quantity demanded and the price of a commodity are inversely
related [23]. For simplicity, let

wi =

1
Ni(Ai)∑

i∈U
1

Ni(Ai)

, ∀ i ∈ U (15)

where w = {w1, . . . , wn} denote the weights assigned to n
tenants.

1) Total Unit Price Redistribution: We first study the case in
which we keep the total unit price for all users the same and re-
distribute the sum among users according to the weights. To be
specific, the new price for each user i is calculated according to
the weight of user i and the price that the cloud provider charges
each tenant. For example, a typical Google Compute Engine
standard instance may contain one virtual core and 3.75-GB
memory and charges in minute-level increments for the time
that the cloud tenant runs her instance at $0.07/h.1 Let Pe =
{Pe1 , . . . , Pen} denote the prices that the cloud provider
charges n tenants and Pd = {Pd1

, . . . , Pdn
} denote the new

prices generated by our pricing model for the n tenants, then

Pdi
= wi ×

∑
i∈U

Pei , ∀ i ∈ U. (16)

The algorithm for calculating unit prices for user i is shown
in Algorithm 1.

Algorithm 1 Pricing Calculator for User i

1: Given S, R, cl, U , di, Ts, Pe as input.
2: Set Pesum ← 0
3: Get Ni(Ai) ← DRFH (S, R, cl, U , di, Ts)
4: for n = 1 to N do
5: wi ← ((1/Ni(Ai))/(

∑
i∈U (1/Ni(Ai))))

6: Pesum ← Pesum + Pei

7: end for
8: Pdi

← wi × Pesum

2) Total Revenue Redistribution: Next, we study the case in
which we keep the total revenue of all users the same and re-
distribute the sum among users according to the weights, given
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the number of VMs that can be scheduled for each user by
DRFH. To be specific, the revenue generated by user i, i.e., Rei ,
is calculated as

Rei = Ni(Ai)× Pei , ∀ i ∈ U. (17)

New unit price Pd = {Pd1
, . . . , Pdn

} is calculated as

Pdi
=

wi ×
∑

i∈U Rei

Ni(Ai)
, ∀ i ∈ U. (18)

The algorithm for calculating unit prices for user i is shown
in Algorithm 2.

Algorithm 2 Pricing Calculator for User i

1: Given S, R, cl, U , di, Ts, Pe as input.
2: Set Pesum ← 0
3: Get Ni(Ai) ← DRFH (S, R, cl, U , di, Ts)
4: for n = 1 to N do
5: wi ← ((1/(Ni(Ai)))/

∑
i∈U (1/(Ni(Ai))))

6: Resum ← Resum + Pei ×Ni(Ai)
7: end for
8: Pdi

← ((wi × Pesum)/Ni(Ai))

D. DRFH-Based Fairness

In [14], authors showed that, unlike the fair division mech-
anisms of competitive equilibrium from equal incomes [33],
which does not satisfy strategy proofness and population mono-
tonicity, and asset fairness, which does not satisfy sharing in-
centive and bottleneck fairness, DRF satisfies sharing incentive,
strategy proofness, envy freeness, Pareto efficiency, single-
resource fairness, bottleneck fairness, and population mono-
tonicity at the mean time. In [31], authors proved by deduction
that DRFH, as an extension of DRF, satisfies strategy proofness,
envy freeness, Pareto efficiency, single-resource fairness, bot-
tleneck fairness, and population monotonicity as the DRF does.
Furthermore, authors in [31] showed through the trace-driven
evaluation that, although DRFH does not guarantee 100%
sharing incentive for all users, it provides 98% of users the
same task completion ratio as the traditional slot schedulers do.
Since the calculation of our new prices is inversely proportional
to the number of tasks that the DRFH algorithm can schedule
for a user, our proposed pricing methodology satisfies the same
fairness properties as DRFH. That is, our proposed pricing
methodology provides sharing incentive for most of the users;
it is strategy proof, envy free, and Pareto efficient and satisfies
single-resource fairness, bottleneck fairness, and population
monotonicity.

For the same example described previously, suppose that a
cloud provider charges for one VM with 0.1 CPU and 0.5-GB
RAM at $0.6/h and one VM with 1 CPU and 0.2-GB RAM at
$1.2/h. In addition, assume that each user requests an infinite
number of VMs. DRFH allocates 12 VMs to user1 and 6 VMs
to user2. The new prices are calculated as $0.4/h and $1.6/h for
user1 and user2, respectively.

TABLE II
SYSTEM RESOURCE VECTOR

Personal Fairness: Since most users would expect that a
VM consisting of smaller resources is cheaper than a VM that
consists of larger resources, the new prices of $0.4/h, for a VM
with 0.1 CPU and 0.5-GB RAM, and $1.6/h, for a VM with
1 CPU and 0.2-GB RAM, indicate personal fairness of our
pricing model.

Social Fairness: Our new prices are inversely proportional
to the number of VMs that a user receives. With the goal of the
DRFH allocation algorithm to equalize the share of resources
among all active users, fewer VMs allocated indicates that the
type of VM requested consists of larger amount of resources. A
VM with larger amount of resources is more costly to allocate;
hence, it should be charged more. Comparing to the original
prices, the decrease in user1’s price and the increase in user2’s
price indicate social fairness of our pricing model.

VI. EVALUATIONS

In order to evaluate the proposed fairness-aware pricing
methodology, we conduct experiments to compare the total
revenue that our pricing model produces with the total revenue
that a pricing model with flat-rate unit price would produce.
To be specific, in numerical evaluations, we use actual Google
Compute Engine VM types to model our cloud system. We
compare the revenue of our pricing model with the revenue that
a cloud provider would receive with Google Compute Engine
unit prices. In the trace-driven evaluation, we use the sum of
CPU and memory of each requesting VM as the unit price of
this VM. Then, we compare the revenue of our pricing model
with the revenue that a cloud provider would receive with the
calculated unit prices. New prices are generated once a request
of VM has arrived at the system. Then, a user responds to the
new prices that are modeled according to the demand function
described in Section V-A. Finally, the revenue of our pricing
model is calculated as the product of the new unit prices and
users’ final decision of the amount of VMs that they request.

A. Numerical Evaluations

Here, we demonstrate the efficiency of our algorithm with a
numerical simulation with two types of computing resources,
including CPU units and memory devices. A cloud service
provider with two servers is hosting applications of four users
simultaneously. We formulate the servers’ resource as a vector
〈CPU, Memory〉 and all users’ request as a resource vector
〈CPU, Memory〉 and corresponding unit prices from Google
Compute Engine. These numeric data are listed in Tables II
and III, respectively. We use FIFO scheduling to simulate the
process of VM allocation and, at the end of the scheduling pro-
cess, get the actual number of VMs that each user could receive.

1) Total Unit Price Redistribution: Fig. 3 illustrates the
comparison of revenues achieved with unit prices of Google
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TABLE III
USER DEMAND VECTOR AND PRICES OF GOOGLE COMPUTE ENGINE

Fig. 3. Comparison of revenues generated by existing and proposed pricing
models.

TABLE IV
NEW UNIT PRICES COMPARED TO GOOGLE

COMPUTE ENGINE UNIT PRICES

Compute Engine and proposed policies with α set to 0.5, 0,6,
0.7, 0.8, and 0.9. Revenues converge as the system resource is
fully occupied, at which the sum of VMs requested by all users
is approximately 15. Since the unit prices are smaller than 1,
the revenue with a smaller α value is greater than the revenue
with a larger α value, as depicted in Section V-A. Overall, new
revenue generated by our proposed pricing methodology is
higher than the existing revenue calculated with unit prices of
Google Compute Engine.

In Table IV, we compare our new unit prices for each user
with Google Compute Engine unit prices of the types of VMs
used in the example, with each user requesting five VMs of
their desired type. The VM with 〈1CPU, 3.75 GB〉 requires the
smallest portion of resources, so that it is easy to be placed on a
server. Therefore, the unit price of VM 〈1CPU, 3.75 GB〉 is the
lowest. On the other hand, the VM with 〈4CPU, 15 GB〉 requires
the largest portions of resources, so that it is hard to be placed on
a server. Hence, the new price of this type of VM is the highest.

In Fig. 4(a), we compare the change of user requests of our
new unit prices of the types of VMs used in the example, with
α set to 0.9. The VM with 〈1CPU, 3.75 GB〉 is charged at
the lowest price; therefore, the number of VMs that User A
requests is increased the most. On the other hand, the VM with
〈4CPU, 15 GB〉 is charged at the highest price; therefore, as a
response to the price increases, User D requests less and less
VMs. In Fig. 4(b), we compare the number of VMs allocated
on a server for each user with our new unit prices of the types
of VMs used in the example, with α set to 0.9.

In Fig. 5, we compare the revenue generated by each user
with our new unit prices of the types of VMs used in the
example, with α set to 0.9. Compared to the revenue achieved
with Google Compute Engine unit prices, the results show that
revenues generated with our pricing methodology by users B
and D are decreased, whereas the revenues generated by
users A and C are increased. Nevertheless, with our pricing
methodology, the greatest revenue is generated by user D as
it requires the type of VM that is most difficult to handle; the
next greatest revenue is generated by user C and then user B
and user A, which indicates personal and social fairness.

2) Total Revenue Redistribution: Fig. 6 illustrates the com-
parison of revenues achieved with unit prices of Google Com-
pute Engine and proposed policies, with α set to 0.5, 0.6, 0.7,
0.8 and 0.9. Revenues converge as the system resource is fully
occupied. Again, the revenue with α = 0.5 is greater than the
revenue with α = 0.9. Overall, new revenue generated by our
pricing methodology is higher than the revenue calculated with
the existing unit prices of Google Compute Engine.

In Table V, with user requests indicated, we compare the unit
prices generated for each user’s requested VM type with the
unit prices provided by Google Compute Engine. The result
shows that the VM with 〈1CPU, 3.75 GB〉 is the cheapest VM
and the VM with 〈4CPU, 15 GB〉 is the most expensive VM.

With α set to 0.9, in Fig. 7(a), we compare the requests
submitted to the cloud system by each user with the existing
and new unit prices, and in Fig. 7(b), we show the differences
of the number of requested VMs allocated for each user with
the existing and new unit prices.

In Fig. 8, we compare the revenue generated by each user
with α set to 0.9. The results show that, compared to the reve-
nue achieved with Google Compute Engine unit prices, the
revenues generated by users A and B are decreased with our
new unit prices, whereas revenues generated by users C and D
are increased with our new unit prices. Furthermore, the great-
est revenue is generated by user D as it requires the type of
VM that is most difficult to handle; the next greatest revenue is
generated by user C and then user B and user A, which indicates
personal and social fairness.

B. Trace-Driven Simulations

Here, we evaluate our proposed pricing model with empirical
data from Google cluster-usage traces.4 The traces contain user
resource requests and system resource information for about a
month-long period in May 2011. We extract the system resource
vector (S and R), the set of active cloud tenants (U), the

4https://code.google.com/p/googleclusterdata/
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Fig. 4. (a) Comparison of requests generated by each user. (b) Comparison of allocated VMs for each user.

Fig. 5. Comparison of revenues generated by each user.

resource vector of the VM requested by the ith user (di), and
the number of VM requests submitted (Tsi) from the traces.
Since server resources provided in Google cluster-usage traces
are normalized to the largest server resource, the actual Google
Compute Engine price of the requested type of VM is hard to
determine. Thus, we assume that, originally, the cloud provider
charges $1/CPU/h and $1/GB RAM/h, where both CPU and
RAM are normalized numbers extracted from Google cluster-
usage traces. For example, a server with normalized 0.5 CPU
and 1-GB RAM is originally charged at $1.5/h.

As described in Section V-A, elasticity coefficient α is the
decisive parameter for market reaction. However, the values of
α are different from user to user, subject to distinct application
domain and various motivations. To simulate a reasonable
scenario, the elasticity coefficient α is derived by dynamic
calculations with price and demand settings in our experiments.

Fig. 6. Comparison of revenues generated by existing and proposed pricing
models.

TABLE V
NEW UNIT PRICES COMPARED TO GOOGLE

COMPUTE ENGINE UNIT PRICES

Specifically, the value of α is calculated by the following
equation for our trace-driven simulations:

α =
1

log1/p fR(p)
. (19)

1) Total Unit Price Redistribution: The trace-driven sim-
ulation results for total unit price redistribution are depicted
in Fig. 9. The revenue of the cloud provider is calculated
according to the user demands extracted from the traces and
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Fig. 7. (a) Comparison of requests generated by each user. (b) Comparison of allocated VMs for each user.

Fig. 8. Comparison of revenues generated by each user.

the assumed original unit prices from Google Compute Engine
and unit prices generated by our proposed pricing methodology.
The user demands vary throughout the monitoring period, so
does the cloud provider’s revenue, which ranges from around
$0 to around $15 000. From the results, we observe that our
proposal outperforms the existing pricing policy in most of the
time slots. Cumulatively, the cloud service providers’ overall
revenue can be increased from $2 173 700 to $2 426 000, which
is by up to 11.60%.

2) Total Revenue Redistribution: In contrast, we also con-
ducted evaluations for the pricing of total revenue redistribu-
tion. From the results shown in Fig. 10, we observe that
the cloud service provider derives more revenue with the
novel pricing solution, comparing to the existing flat pricing
approach. The overall revenue increased significantly from
$2 172 800 to $2 415 600, which is around 11.18%.

Fig. 9. Comparison between existing and proposed pricing models with data
extracted from Google trace.

VII. CONCLUSION

In this paper, we have proposed a pricing methodology that
induces the optimal resource utilization and enhances the rev-
enue of cloud providers. New prices are determined according
to the number of tasks that a user could get scheduled by the
cloud task scheduling algorithm. A user whose task is difficult
for the system to process is discouraged from being submitted
to the system as frequently as other users’ tasks that can be
handled easily. A case study of the methodology with the DRF
allocation algorithm has been performed. Furthermore, we have
studied our methodology with total unit price redistribution and
total revenue redistribution. Numerical simulations have been
conducted to compare the total revenue that a cloud provider
would receive and the requests of resource submitted to the
cloud system by each user with the new unit prices generated
by our pricing methodology, in both of the cases, to the total
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Fig. 10. Comparison between existing and proposed pricing models with data
extracted from Google trace.

revenue and resource requests that a cloud provider would
receive with its original prices. An empirical study with trace-
driven simulation results has shown that the proposed pricing
policy with total unit price redistribution and total revenue
redistribution can increase the cloud service providers’ overall
revenue by up to 11.60% and 11.18%, respectively.
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