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Abstract—In the interconnected globe where service delivery
is the success measure, cloud high availability (HA) is an
indispensable area for enterprises. An HA-aware cloud system
provides different approaches to handle the outages. This includes
geo-redundancy, failover schemes, and HA-aware placement solu-
tions. However, using real-cloud platforms to model HA-aware
approaches is hindered by the configuration settings. To this end,
simulation tools, such as CloudSim, can be used to evaluate HA
solutions and a cloud resiliency against failures. CloudSim allows
implementing of scheduling policies, but it does not support
HA properties. This paper provides availability-aware CloudSim
extension (ACE). ACE extends CloudSim with a graphical and
textual modeling to ensure simplicity and reusability of cloud
scenarios. ACE has added HA-aware modeling (HA metrics
and failure/redundancy/interdependency models) and HA-aware
scheduling (HA-aware placements, failover, repair, and load
balancing policies) into CloudSim. With ACE, the creation of
cloud scenarios is facilitated, and multiple HA-aware deploy-
ment solutions can be evaluated under different stochastic and
deterministic events. ACE can assess the impact of different
redundancy/failure models, and other performance policies to
extract HA-aware lessons. In this paper, ACE is assessed on a
cloud application to evaluate different redundancy/failure mod-
els and provide availability analysis of the HA-aware placement
solution.

Index Terms—High availability, failure injection, software
components, virtual machines, repair, load balancing, failover,
redundancy, simulation, CloudSim, computational path.

I. INTRODUCTION

ALTHOUGH cloud computing is not new, it is considered
a game-changing concept in the information and commu-

nications technology fields. Studies show that cloud services
have evolved to everything or anything as a Service (XaaS),
which will be responsible for the growth in the market of
the cloud services [1]. The XaaS includes software as a ser-
vice (SaaS), infrastructure as a service (IaaS), and platform as
a service (PaaS) [2]. Therefore, different challenges should
be addressed to ensure the cloud adoption in many enter-
prises. These issues range from compliance concerns, security,
interoperability, and other services management issues [3].
However, availability is one of the key factors to ensure an
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optimal cloud performance and satisfy quality of service (QoS)
and quality of experience (QoE). Although cloud data are
safely stored in well-managed cloud platforms, outages can
happen even on these platforms. For example, GitLab has
faced data loss due to accident deletion on Feb. 1, 2017,
which has caused the permanent loss of “six hours’ worth”
of data [4]. Similarly, Dropbox, Microsoft Azure, Google,
and Amazon Web Services have suffered cloud outages in
the last few years [5]–[8]. Therefore, availability is a main
concern to be addressed in large distributed systems and appli-
cations, mainly cloud platforms [9]–[12]. It is necessary to
note that availability is the measure of the percentage of
time a system is available for normal usage in a given time
interval [13].

In order to ensure highly available cloud services, it is
necessary to design a cloud model and simulation that can
emulate real cloud outages, execute repairing policies, and
recover failures accordingly. Using real cloud settings (i.e.,
Amazon Elastic Compute Cloud (EC2)) to model applications
and evaluate their behavior under certain performance policies
is restricted by cloud platform configurations and infrastruc-
ture. As an alternative, modeling and simulations can be used
to emulate the cloud. These approaches can build new algo-
rithms and policies, test them before the actual deployment in
a real cloud, and enhance the performance of large-scale dis-
tributed systems. This can save the tenants significant time and
effort and some degree of reassurance about the level of high
availability (HA). On the other hand, cloud provider can ben-
efit from the simulations to evaluate new features/extensions
to their cloud and check if their HA guarantees are realistic.

Due to their scalability and efficiency characteristics, dis-
crete event simulators (DES) can be used in the modeling
and evaluation of the distributed systems [14]. CloudSim is
a simulation framework used for the scheduling and resource
allocation algorithms on cloud infrastructure. However, it is
not designed to model HA constructs and therefore, over-
looks the availability and failures of the cloud applications. In
this paper, we propose Availability-aware CloudSim Extension
(ACE) that models HA-aware policies and metrics in the cloud.
The contributions of ACE can be summarized as follows:

• Allow the injection of failures and failure-dependency
between cloud applications.

• Implement load balancing technique.
• Differentiate between the cloud as a provider consisting

of data centers (DCs) and servers, and as a user where
applications components are modeled to form functional
chains and protection groups.

• Provide recovery and repair solutions.
• Schedule cloud applications with HA objectives and

evaluate fault-tolerant cloud scheduling approaches.
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• Support reactive, proactive, and adaptive fault-tolerant
approaches. Any failure type can be injected into the
cloud infrastructure and applications as long as it is asso-
ciated with its mean time to failure (MTTF) and mean
time to repair (MTTR).

• Provide generic and repeatable input templates for
cloud simulators, GITS, using JavaScript Object Notation
(JSON) data format.

The rest of this paper is structured as follows. In Section II,
the related work is presented for cloud simulators. Section III
presents the problem background and motivation including
different fault types, measures, cloud scheduling, and the com-
plexity of cloud models. In Section IV, ACE design and
implementation are described. Section V defines the evaluation
results of ACE. Finally, Section VI presents the conclusion and
future work.

II. RELATED WORK

This section provides a literature study on some of the
existing cloud simulators. Wickremasinghe et al. [15] propose
CloudAnalyst as an extension to CloudSim. CloudAnalyst
extends CloudSim with a module for visualizing the sim-
ulation results as a Portable Document Format (PDF)
file. Although CloudAnalyst focuses on modeling simula-
tions rather than development, it supports neither HA-aware
metrics nor a generic input template with HA features.
Kliazovich et al. [16] propose GreenCloud as an energy-
aware simulator for cloud DCs. GreenCloud models the
energy consumption of cloud infrastructure (DCs, servers,
and network links) and packet-level communication configura-
tions. Gupta et al. [17] propose Green Data Center Simulator
(GDCSim) as another energy-aware simulator to model DC
behavior and resource management in terms of power objec-
tives. Although energy and HA are main concerns in the cloud,
GreenCloud and GDCSim exclude any HA modeling in the
cloud. Zhou et al. [18] extend CloudSim with FTCloudSim
to include reliability mechanisms. It evaluates the system
performance under faulty events and generates the necessary
details to determine the pros and cons of the approach under
evaluation. Although FTCloudSim supports some reliability
features, it discards redundancy between applications compo-
nents as well as the dependency relations. It does not support
the automated generation of requests within the functional
chain of a certain application. Also, the recovery policies do
not ensure a failover to a redundant component and do not
trigger the repair policy of the faulty component.

Tighe et al. [19] propose Data Center Simulator (DCSim)
to evaluate different DC management and scheduling algo-
rithms. Although DCSim models multi-tier applications and
supports the dependency and replication simulations between
virtual machines (VMs), it discards other HA features
(failure injection, repair, recovery, and load balancing).
Ostermann et al. [20] propose GroudSim as Grid and Cloud
simulator based on discrete events. According to differ-
ent distribution functions, GroudSim can simulate the exe-
cution of jobs on computing resources and calculate the
associated cost and workload. Unlike other literature stud-
ies, we distinguish ourselves with a unique well-defined

availability-aware extension of CloudSim simulator. Fig. 1
shows a comparative analysis between ACE and some of
the existing cloud simulators in terms of HA-aware modeling
and scheduling. These simulators do not support HA-aware
scheduling as they do not include availability modeling fea-
tures (in terms of HA metrics, redundancy models, and load
balancing). The extension does not only capture an HA-aware
input template for the simulator, but it supports different HA
metrics and features. This includes failure injection module,
applications components recovery and repair, HA-aware allo-
cation mechanism, automated request generation to maintain
application functional chains, and load balancing. Besides,
ACE captures different redundancy models and multiple dis-
tributions functions for the failure/repair rates.

III. BACKGROUND AND MOTIVATION

Realizing an HA-aware cloud system entails an intricate
planning. However, to design a new and innovative HA-aware
cloud solution, a modeling and simulation environment is
needed to model several cloud properties, such as availability,
security, and energy. A simulation environment can be applied
to evaluate multiple scenarios under different performance and
HA constraints.

CloudSim is an extensible cloud-based simulator built in
the CLOUDS Laboratory at the University of Melbourne,
Australia. It models and simulates cloud systems and differ-
ent scheduling and allocation policies [21]–[23]. CloudSim is
an open-source simulator and is built on the top of a discrete
event simulator, SimJava [15], [24]. However, CloudSim does
not support availability-aware properties, constraints, and/or
allocation policy. Also, it does not support a “ready-to-use”
setting to generate cloud scenarios, but it needs a Java-based
code to create any cloud set-up using its entities. Therefore,
this paper aims at extending CloudSim with HA features
and generic input template for creating cloud scenarios while
ensuring repeatability, portability, and simplicity. This section
addresses the fault types and measures of the cloud as well as
the structure of the cloud model.

A. Outages and Fault-Tolerant Measures

In a cloud system, faults are realized as resources failures
whether the resource is application or infrastructure [25]–[28].
The two common types of failures behaviors in the cloud are:

Fail-stop/Crash failures: The entity of a system changes to
a failure state that is detected by other entities [29], [30].

Byzantine failures: Upon a failure, the component shows
malicious and random behavior, which sometimes collides
with other components and causes the system to perform in
an arbitrary mode [25], [29], [31].

With this in mind, fault-tolerance or availability of a system
is expressed in terms of MTTF and MTTR where MTTF deter-
mines the time in which the system functions normally before
failure, and MTTR is the time needed to resume the function-
ality of a failed system [32]. The availability A is calculated
as follows:

A =
MTTF

MTTF + MTTR
. (1)
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Fig. 1. Comparative analysis of cloud simulators in terms of HA-aware modeling and scheduling.

B. Scheduling in the Cloud

To ensure the fully-exploitation of cloud capabilities, it is
necessary to design an HA-aware solution while maintaining
an efficient utilization of computational resources [33], [34].
Each cloud DC hosts thousands of servers with hundreds of
VMs. While VMs process multiple tasks, the cloud receives
new batches of users’ requests. In order to have a seamless
processing, these requests should be hosted by the VM/server
that can satisfy computational needs while maximizing their
availability. Therefore, task scheduling and assignment are
paramount approaches to prevent any service level agree-
ment (SLA) violation in terms of HA and performance of
the cloud [35]. With scheduling, different cloud metrics and
objectives can be evaluated in terms of each other (HA-energy-
security or HA-performance-fairness) to generate a trade-off
that satisfies the desirable SLA and QoS. In order to perform
scheduling in a cloud environment, different phases should be
executed:

• Determination phase: Define type of “to-be-processed”
requests/task, such as rigid tasks (predefined resources
by users), evolving tasks (changeable resources through
simulation), and moldable tasks (constrained resources by
the scheduler) [36].

• Discover phase: Resource/HA/Energy-based pooling and
filtering of available infrastructure.

• Decision phase: Choose target host (DC, server,
and VM).

• Process phase: Submit the request/task to the host to be
processed.

C. Cloud Model

Similar to Service Oriented Architecture (SOA), different
roles can be defined in any cloud environment [37]. Fig. 2
shows the cloud model. These roles can be distributed as
follows:

Cloud provider offers PaaS and IaaS to the users. It consists
of multiple DCs hosting thousands of servers. Each infras-
tructure component is characterized by its resources and HA
metrics.

Cloud broker is an intermediate negotiator between the
cloud service provider and consumer.

Cloud aggregators combine different cloud providers to
offer a larger and hybrid infrastructure to cloud customers.

Cloud users consist of multiple applications components
that use the cloud capabilities to execute certain computa-
tions or to process requests. A 3-tier Web application is
an example of cloud applications [38]. At the front-end, a
Hypertext Transfer Protocol Secure (HTTPS) server processes
requests and forwards them to an App server. At the back-end,
a database (DB) server stores the users’ data and sponsors the
App server that generates the required information. The depen-
dency interaction between these component types constitutes
the functional/computational path that should be followed by
a request to be successfully executed.
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Fig. 2. Different roles in the cloud model.

To this end, this paper provides an abstract and generic
simulation approach where different cloud nodes (DC, server,
application components, VMs), load balancer, and HA features
are well-defined and modeled.

IV. ACE DESIGN

This section describes the design of ACE to simulate and
evaluate cloud systems having an erroneous nature. ACE
contributions are summarized as follows:

• Define an architecture for HA-aware cloud (generic tem-
plate for cloud model that captures HA features).

• Provide automated generation of requests while dis-
covering the functional chains (computational path)
and protection group (redundancy group) for cloud
applications.

• Integrate HA-aware cloud allocation algorithm that places
cloud applications while maximizing their HA and satis-
fying other SLA performance requirements.

• Design a load balancing algorithm at each tier of a cloud
application.

• Provide a failure injection module and recovery/repair
mechanisms to ensure self-healing upon failures of DCs,
servers, and VMs (representing cloud applications).

• Implement a modular and reusable HA-aware extension
for CloudSim.

• Evaluate availability of different HA-aware deployments
of cloud applications.

The source codes of ACE are released in the Atlassian
Bitbucket repository (https://bitbucket.org/manarjammal/ace-
availability-aware-cloudsim-extension.git).

A. ACE Modules

Input template module: CloudSim is extended with a user-
friendly method, GITS (generic input template for cloud
simulators), for generating a scenario, without exposing the
cloud user to the details of development and coding in the
simulator. Manual creation of scenarios in CloudSim can be
a tedious and erroneous job. Therefore, GITS aims at provid-
ing an imperative way to generate cloud scenarios that ensure
configurations reusability, applications portability, and auto-
mated orchestration between different cloud providers while
minimizing error, cost, and time-to-value.

Fig. 3. ACE model (Using Eclipse Ecore representation).

GITS models the cloud provider, cloud user, and virtu-
alization mapping between them through VM/containers. It
captures different HA attributes associated with each entity of
the cloud including HA statistical measures (MTTF, MTTR,
and recovery time), redundancy model, failure types, and
recovery mechanisms. GITS models the cloud as a cloud
provider consisting of multiple DCs hosting multiple racks
and servers and a cloud application consisting of multiple
components of different types. Each type is associated with a
failure type, redundancy model, SLA requirements, workload
characteristics, and redundancy model. Different redundancy
and dependency relations between component types are cap-
tured as well. Components can be modeled in an active-active
redundancy model, active-standby (cold and hot) model, and
active-spare model. Fig. 3 shows Ecore diagram for GITS
cloud model.

To maintain modularity and easy-to-use features, GITS con-
sists of a multi-layer input model. At the frontend layer, an
Eclipse graphic modeling framework (GMF) project is built
to provide a user-friendly approach. An Extensible Markup
Language (XML) file is generated from the GMF, which will
be inputted to the mid-layer and parsed into a JSON template.
The latter is used because it is a human readable and reusable
approach, which is mapped to a Unified Modeling Language
(UML) class diagram at the backend layer. GITS is generic in
a sense that it can be easily modified to fit any cloud simulator.
Fig. 4 and Fig. 5 show the GMF and JSON template of GITS.

It is necessary to note that the output of any simulation is
saved as an excel sheet where requests information is included.

Computational path and request generation module: Each
application consists of multiple components. Each component
belongs to a certain type that can depend on and/or spon-
sor other types. For example, a Web application consists of
3 types: HTTPS-based component type, App-based type, and
DB-based type where HTTPS depends on the App that is spon-
sored by DB. This interdependency communication between
applications components forms the computational path or
functional chain. In other words, it is the route followed by a
user request to be successfully executed. Note that a request
refers to a CloudSim cloudlet. The CloudSim cloudlet is refer-
eed by cloudlet in the rest of the paper. CloudSim is extended
to include this components chaining. Each computational path
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Fig. 4. ACE graphical editor.

Fig. 5. ACE JSON template.

consists of the different levels (three levels in case of the Web
application). The first level represents the components types
that do not have any dependents (HTTPS type in case of the
Web application). The requests arrive at the load balancer to
be forwarded to the first level/tier of the chain. The first tier
represents the primary component and its redundant ones. It is
necessary to note that this redundancy relation forms a protec-
tion group (primary and redundant components). The requests
are distributed on the active components of the first level.
Once a request is processed, a sub-request is generated and
forwarded again to the load balancer to be distributed on the
active components of the second tier. The same process goes
on until the request reaches the last tier. Fig. 6 shows the Web

application with computational path and protection group. A
request is successfully processed if all the subrequests created
at all the tiers of the path are successfully executed. CloudSim
is also extended to include automatic generation of requests.
Upon completion, a new request is automatically generated
and distributed by the load balancer to the different tiers of
the chain. It is necessary to note that user can either define
a number of requests at the beginning of simulation or trig-
ger the automated generation of requests while defining the
simulation time.

HA-aware placement module: CloudSim provides space and
time-based allocation policies, but it overlooks HA objective
and constraints. ACE provides an HA-aware allocation policy
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Fig. 6. Example of three-tier Web application.

for applications components. A simulator user can use either
the default policy or the proposed HA-aware approach. The
HA-aware approach is divided into sub-algorithms. Prior to
the applications’ components placement, a criticality analysis
is performed to differentiate between applications components
priorities [39]. For example, if a 3-tier Web application has
only one DB active component, the failure of the DB instance
would have a high impact on the application’s requests.

The failure of each application’s component can cause an
outage (O) or a service degradation (D). With Nfail being the
number of failures, the component’s criticality is the product
of its Nfail and its unavailability [40]. Front-end (FE) com-
ponents can cause an outage as defined in (2). If a dependent
(DeC) can tolerate the outage (OT), of its sponsor compo-
nent (SC), the latter’s failure causes a degradation as defined
in (3). Finally, the sponsor’s failure causes a degradation and
an outage as defined in (4) [39].

criticalityFE = (Nfail × MTTR)o (2)

criticalityd = (Nfail × MTTR)d (3)

criticalitydo =
∑

DeC

(Degradation + Outage)

where
{
Degradation =

(
(Nfail)SC × OTDeC

)
d

Outage =
(
(Nfail)SC × (MTTRSC − OTDeC )

)
o

(4)

Once criticality is defined, the applications components are
then inputted to the placement algorithm. The latter finds a
pool of servers that satisfy the performance demands of the
applications components (computation resources and latency).
The servers pool is imported to the availability algorithm
to find the best server while maximizing the HA of the
applications components. To that end, the availability sub-
algorithm is executed to select a server from the pool with
the highest availability measure (highest MTTF and lowest
MTTR). However, the chosen server should satisfy the delay,
affinity, and anti-affinity constraints. As for the affinity con-
straints, the availability algorithm restricts the placement of a
component and its redundant ones on the same server (geo-
redundancy policy). It also places the dependent components
on their sponsor server if they cannot tolerate the sponsor fail-
ure. Otherwise, the algorithm provides different locations for
the sponsor component and its dependents. Fig. 7 shows the
flowchart of the placement algorithm.

The HA-aware allocation algorithm generates the mapping
between applications components and their hosts (servers and
DCs). It is necessary to note that the VMs represent the appli-
cations’ components. Prior to the simulation, the algorithm is

Fig. 7. Flowchart of the HA-aware placement algorithm in ACE.

executed, and the VM-host (component-host) is defined. To
that end, the CloudSim broker is extended to include the VM-
host binding at the beginning of the simulation. This extended
broker class binds the VM to the required server in order to
ensure that we can access the VM list of any server and the
server of any VM, especially upon failure.

Load balancing module: A load balancing algorithm is
added to CloudSim. At each tier of the computational path,
a load balancer is responsible for the distribution of the
requests between available VMs. A fair load balancing algo-
rithm is implemented to ensure a fair workload distribution
among different entities. This algorithm is implemented using
weighted round robin technique [41]. First, the load balancer
searches for active components (VMs) to process a request.
Then it adds weights to the VMs having the least waiting
queue size (least number of requests in its queue) to handle
the workload. The load balancer does not only distribute the
requests on the relevant VMs, but it is also responsible for the
redistribution of requests upon failure of their corresponding
VMs and/or hosts (servers and/or DCs). Fig. 6 shows the load
balancing model of ACE for a 3-tier Web application.

Failure injection module: Each cloud entity is associated
with availability measures. With MTTF and MTTR, the avail-
ability ratio is calculated using (1). The failure time is then
determined by multiplying this ratio with the simulation
duration. Once determined, a failure is injected into the sim-
ulation. The faulty entity is considered “destroyed”, and its
corresponding requests are redistributed to the redundants.

Recovery and repair modules: Once the failure is injected,
the extended broker detects and isolates it to protect the rest
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Fig. 8. ACE architecture and different modules.

of the cloud system. Simultaneously, it triggers the recovery
and repair policies. If the failure happens at the VM, the lat-
ter’s “recovery time” determines when to trigger the recovery
policy, and the MTTR determines when the repair policy is
launched. The broker triggers “DestroyVM” method to gen-
erate a failure and acknowledges the DC. To that end, the
“CloudSim class” in the core engine is extended to include
dynamic future queue where its size can be updated anytime
due to any unplanned event (failure, recovery, and repair) dur-
ing the simulation. Since we can access the host identifier (ID)
from a VM, the broker iterates over the “VM HashMap” of
the host of faulty VM and changes the latter status to inac-
tive, which is simultaneously updated in the VM list of the
load balancer. The broker then determines the cloudlet queue
of the faulty VM, which is extracted from the scheduling pol-
icy. The cloudlet in the execution queue is considered “failed”.
As for the cloudlets (requests) in the waiting queue, they are
released and associated with a “failed” flag. Concurrently, the
broker calls the load balancer to determine the available active
redundant VM with the least cloudlet queue size.

It is necessary to note that the broker is extended to act
as the brain of the simulation and to ensure modularity and
reusability of the code. For instance, any load balancer policy
can replace the proposed one without affecting the simula-
tion. Once the broker gets the apt redundant VM, it generates
new cloudlets holding the same IDs as the old ones and trig-
gers their failover to the corresponding VM. After VM repair
time, the faulty VM is active again and ready to process new
requests. If the failure happens at the level of the host, the bro-
ker iterates over its “VM HashMap” and repeats the previous
VMs recovery and repair policies. After MTTR of the faulty
server, its status changes to normal, and it is ready to host
new VMs. Similarly, if the failure happens at the DC level,
its servers fail automatically, and the same applies to their

hosted VMs. The VMs and its cloudlets are recovered/repaired
as discussed above. The faulty DC and its servers are con-
sidered healthy again after their MTTR. It is necessary to
note we do not consider a hardware recovery policy (hardware
redundancy), redundancy is only assigned to the applications’
components.

B. ACE Building Blocks

This section explains the different classes used to extend
CloudSim with ACE. Fig. 8 shows ACE architecture and its
main classes. The user starts with generating the cloud scenar-
ios using the input template module. Once the data is defined,
the JSON template is added to the source file of ACE. When
the user runs the simulation, ACE access the JSON template
and populates its cloud model accordingly. Once the cloud
model is populated, ACE executes the HA-aware placement
module to deploy the application’s components on the servers
that satisfy the performance and HA-aware constraints. Once
this module generates the placements, it maps the servers to
their corresponding component using VMs. ACE executes then
the computational path and request generation module to build
the functional and protection groups within each type. It also
executes the routine responsible for generating the requests
(tasks) for the application’s components. At this stage, the
load balancing module is executed to distribute the requests
between the redundant instances of each component type.
Once the failure time is determined using the failure injec-
tion module, the latter injects failure and destroys the faulty
node. Simultaneously, the recovery and repair module is exe-
cuted to isolate the failure and trigger the recovery and repair
policies. The load balancing module is re-executed to failover
the workload to the redundant instance(s) of the faulty entity.
Once the repair policy is executed and the faulty component
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is active again, the load balancing module is re-executed to
distribute the request accordingly.

CloudletExtension: This class extends the Cloudlet class
in CloudSim to reflect availability metrics (ID, the status of
completion, and dependents/sponsors).

CloudletScheduler classes: These classes include
CloudletSpaceSchedulerSpaceSharedExtension and
CloudletTimeSchedulerSpaceSharedExtension, which are
extended to release the resources of the faulty VM and ensure
that it has its full resources when it becomes healthy.

Comp2CloudletAdapter: This class maps the components
of the ACE input template (JSON template) to the extended
cloudlet class (HA measures (MTTF, MTTR, tolerance time)
and dependents/sponsors).

Comp2VMCloudSimAdapter: This class represents each
application component with a VM in the simulation.

CP4ComponentsVMs: This class is used to determine the
dependent(s) and/or sponsor(s) of each component type and
generate the computational path or the functional chain of the
corresponding applications.

CPStructure: This class determines the structure of the com-
putational path where the application component type of the
first tier of the path, application components of the path, and
a number of active components in each tier are defined.

CreateCloudlet4VM: This class generates the cloudlets of
each VM (a component of a specific type) where each cloudlet
has the characteristics of its corresponding VM.

DCBrokerExtension: This class is considered the brain of
ACE simulation. It is extended to include failure injection
of VM/server/DC, dynamic generation of cloudlets/VMs and
computational path, dynamic destruction of VM/server/DC
upon failure, recovery, and repair policies. The broker is also
extended to support static requests, dynamic requests, and
fluctuated workload generation.

DCExtension: This class captures HA measures (MTTF and
MTTR) of the DC and includes the acknowledgment for a VM
failure and the binding between the VM and host according
to the proposed HA-aware algorithm.

FT classes: These classes include DatacenterFailureTime,
HostFailureTime, and VMFailureTime. They determine the
data structure of the failure time of the DC, server, and VM.

DC2CloudSimDCAdapter: This class maps the DC of the
ACE JSON template to the extended DC class in CloudSim.

HAUtilities: This class is used to calculate the time to inject
the failure based on the simulation duration.

HostExtension: This class is extended to include
HA measures of the server and its map of the
hosted VMs.

IntroduceVMFailureAndRecovery: This class tracks the sim-
ulation time to inject failures and trigger recovery. This class
considers failure priority in a sense that if DC, server, and VM
fail at the same time, it triggers DC failure then host failure
followed by VM failure. Also, if the MTTF is given same as
MTTR of a VM, this class can handle this error. It will initially
trigger a VM failure followed by a repair. This feature can be
used to redistribute requests of a certain VM to its redundants
upon its overload.

LB: This load balancing class distributes the requests to
the active VMs at each tier of the computational path. It

also redistributes the requests to the redundant VMs upon
DC/server/VM failure.

PopulatingFromHAAllocator: This class generates the
placements of the applications components on the best servers
while maximizing the components HA.

RedundancyModelTags: This class defines the tags for
redundancy types (active, standby, or spare) of each VM.

RequestStructure: This class determines the structure of the
request where it defines the request unique ID, status, final
request state, and the sub-cloudlets.

VMAllocationPolicyExtension: This class releases the
resources of the faulty VM from its host.

VMExtension: This class is extended to capture HA mea-
sures of a VM, its component type, broker, host ID, and
cloudlet.

CloudSim: It is one of the core engine classes of CloudSim.
This class adds a dynamic update of the future queue. For
instance, when the failure of an entity is injected during the
simulation, a failure event is generated. This event should be
added to the future queue of the DES, and consequently, the
queue size should be updated accordingly.

V. ACE EVALUATION

This section provides an evaluation of ACE to show the
impact of availability metrics on the cloud performance. ACE
is assessed on a three-tier Web application. Amazon Web
application is an example [42]. The MTTF, MTTR, and recov-
ery time the measures of the HA of deployed components
(VMs), inject failures, and recover faulty nodes. It is neces-
sary to note that the downtime of an application component
C is calculated in terms of outage hours per year, and its
availability AC is calculated as follows [43]:

AC =
(

8760 − downtimeC
8760

)
× 100 (5)

In this section, the availability of each deployed VM (com-
ponents) is measured in terms of outage hours per year, and
the availability of a cloud scenario where its VMs are already
deployed is measured in terms of a number of successfully pro-
cessed requests. ACE can be used to test and evaluate different
cloud-based objectives:

• Evaluate multiple availability and performance-aware
allocation techniques.

• Assess the resiliency of cloud model under study in terms
of different failures and recovery policies.

• Provide availability analysis of any cloud placement solu-
tion. The analysis does not only detect failures, their
effects, and recovery/repair schemes, but it calculates the
availability of a cloud model under various stochastic and
deterministic events (failure, recovery, and overload).

• Assess the capability of each application component to
process user requests under different configurations.

• Evaluate the impact of redundancy models and failures
on the number of served requests, their response, and
waiting time.

• Extract different HA-aware lessons to improve the cloud
resiliency to failure in the future (anticipated elasticity).

• Model and evaluate different requests’ distribution where
ACE can model fixed number requests, workload
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TABLE I
DIFFERENT HA METRICS DISTRIBUTION

fluctuation (different workload’s distribution to model
real-case scenarios, such as peak/normal periods), and
automated generation of requests while defining their
arrival rate AR.

ACE is implemented in Eclipse on a Linux VM with 26GB
of RAM and 6 vCPUs running Ubuntu12.04. For all scenarios,
simulations are run multiple times to define a confidence level
of 95% based on the t-Table [44].

A. Modeling a Scenario in ACE

This section describes how to model a three-tier Web appli-
cation on a network of 2 DCs, 2 racks, and 6 servers using
GITS. GITS is implemented in Eclipse on a Linux VM run-
ning Ubuntu12.04. In order to create a cloud scenario for ACE,
the user can either run the GMF project as a Java application
or use the JSON template.

Each GITS template has an objective; “scheduling” of cloud
applications or “evaluation” of a certain scheduling solution.
We assume “scheduling” objective for this scenario. This sec-
tion also assumes that each DC consists of a rack, 2 shelves,
and 3 servers where each is associated with its own com-
putational resources and availability attributes. Each DC is
associated by an availability zone; i.e., “Z1”. This zone means
all the DC’s servers are located in it. Since we have one DC
with these characteristics, the DC_count is set to one. As for
the rack, the user should define its resources, HA attributes,
and the parent DC. Similarly, the shelves and servers are
defined in the GMF or JSON template.

The VMs represent the mapping between the cloud infras-
tructure and the cloud applications. Since the scenario’s objec-
tive is “scheduling”, the VM’s hosting server and the hosted
component are set to “Null” as they are determined auto-
matically after the execution of the application’s placement
algorithm.

As for the redundancy model, GITS support different mod-
els, such as active-active, active-standby, or active-spare. In
this case, an active-active redundancy model is used. It is
necessary to note that upon failure of a component, its work-
load’s failover time is determined by the redundancy model.
For example, if the redundancy model is active/standby, the
failover time is the summation of the fetch state delay, parsing
state delay, recuperation duration, execution time, and the ter-
mination duration. As for the dependency relation, it is defined
by a delay tolerance (acceptable delay between these types)
and a tolerance time (time that a dependent can tolerate upon
the outage of its sponsor).

Since a 3-tier Web application is being modeled, the HTTPS
depends on the App server and thus it has the DependsON

TABLE II
COMPUTING METRICS

property set as “App” and the DepParam is set according to the
corresponding delay tolerance and tolerance time. Similarly,
the App type is populated. As for the DB type, it does not
have sponsors and thus its DependsON and DepParam are
set to “Null”. As for the redundancy model, it is defined
using the RedundancyModel, CompType_instances, names,
and RedParam. Each component has an SLA to be defined.
The SLA is associated with the average request arrival rate,
allowed outage time, and other HA and scheduling metrics.

B. ACE Configuration

Once the input is defined, the user should determine if
the requests are fixed or dynamically generated during the
simulation. For this purpose, the user can define the num-
ber of requests (Arrival Rate (AR)) arriving simultaneously at
the active nodes. The user should also define the Simulation
Duration (SD) to run certain scenario. The results are evalu-
ated on a network of 3 DCs, 6 racks, and 70 servers. The
MTTF of the cloud nodes is generated using an exponen-
tial distribution, and MTTR time is generated using truncated
normal distribution [45], [46]. Different HA metrics are avail-
able online [47]–[49]. Table I and Table II show the different
configuration metrics of the cloud scenario [50], [51].

To capture the intercommunication relations between appli-
cations’ components (VMs), ACE is evaluated on a real-time
3-tier Web application. The redundancy model of this appli-
cation is active/active where the number of active components
is changed during the simulation to capture their impact.

It is necessary to note that given the same configuration of
the cloud infrastructure and applications, the confidence level
of the evaluation results of ACE exceeds 95%. In other words,
ACE shows the same performance and generates consistent
results using the same cloud settings (scenarios and attributes).

C. Results

In this section, ACE is evaluated to measure the following.
1) Redundancy Impact on Request States: The number of

applications’ components per type is changed to measure the
impact of redundancy model on the number of served requests,
their response, and waiting times. Different redundancy mod-
els are defined where 2-RED means that an application’s
component type has 2 active redundant components (i.e., an
HTTP component type with 2-RED means it has 2 active
redundant components HTTP1 and HTTP2), 3-RED means
that an application’s component type has 3 active components
(i.e., an DB component type with 3-RED means it has 3 active
redundant components DB1, DB2, and DB3), and 4-RED
means that an application’s component type has 4 active redun-
dant components (i.e., an DB component type with 4-RED
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Fig. 9. Impact of redundancy models on the number of the served requests for automatic request generation.

Fig. 10. Impact of the redundancy models on the request’s response and waiting times.

means it has 4 active redundant components DB1, DB2, DB3,
and DB4). The request states are evaluated under different SD
and AR where SD = x TU (x is simulation time measured
in Time Unit (TU)) and AR = X req/time (X request arrives
at each active node). Fig. 9 shows the impact of the redun-
dancy model on the number of served requests for different
SD and AR. It is noticeable that the number of served requests
increases as the number of components increases. For exam-
ple, the system can serve 37 requests for 2-RED while 4-RED
allows the serving of 77 requests under same SD = 100 TU
and AR = 10 req/time. Changing the SD allows serving more
requests, which increase from 77 to 99,978 for 4-RED.

To measure the impact of the redundancy model on the
request response and waiting times upon failure, we define

AR = 10req/time for SD = 102TU while requests are dynam-
ically generated as long as a healthy active component(s) are
available. In Fig. 10, the total average response and wait-
ing times of the requests are measured. Although a failure is
injected to the system, the response and waiting times do not
exceed the allowed response and waiting times (500 and 200
milliseconds (ms) respectively) [52]. It is noticeable that the
response and waiting times decrease with the increase in the
number of components per type. In this case and upon a fail-
ure, the requests failover, and the load balancer distributes the
requests of a faulty node to its redundant. When the number
of components per type increases, a wider request redistri-
bution space is available, and consequently, its response and
waiting times decrease. Fig. 10 shows these measures. The
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Fig. 11. Impact of the number of failure injections on the request number
for different redundancy models.

average response and waiting times for the requests of the
faulty node(s) represent those times during the outage states.
Although these measures decrease as more components are
added to a type, the requests’ response and waiting times
during the outage period might violate the acceptable times
(response of 500 ms and waiting of 200 (ms)).

2) Failure Injection Impact on Request States: The number
of failure injection per component type is changed to measure
the impact of failures on the number of served requests, their
response, and waiting times. The requests are evaluated under
SD = 104TU and AR = 100req/time. Fig. 11 shows the
impact of failure injection on the number of served requests.
As more failures are injected per type, the number of served
requests drops from 9,978 to 7,959 for 4-RED. Although a
recovery solution is executed upon failure, the number of
requests decreases in case of a faulty system because the
requests’ response and waiting times increase.

To measure the impact of the failure injection on the request
response and waiting times, we define AR = 10req/time for
SD = 102TU for 2-RED while requests are dynamically gen-
erated as long as a healthy active component(s) are available.
In Fig. 12, the total average response and waiting times of the
requests are measured. It is noticeable that the response and
waiting times increase with the increase in the failure injec-
tions per type. For example, the response and waiting times
for one failure injection/type are 499.77 and 199.64 ms respec-
tively, which increase to 499.82 and 199.97 ms respectively
for 3 failures/type. The numbers do not violate the allowed
ones (response of 500 ms and waiting of 200 (ms)) [52]. In
this case and upon failures, the load balancer redistributes the
requests. When multiple failures are injected, the number of
waiting requests for each node increases and consequently,
causes an increase in the response and waiting times. Scaling
up the system can be a solution as shown above. Fig. 12 shows
these measures. For the 2-RED scenario under study, the aver-
age response and waiting times of the requests of faulty nodes
increase from 703.66 and 309.12 to 725.49 and 362.23 ms
respectively and thus violate the SLA.

3) Availability of Deployed Components: The HA-aware
placement algorithm is executed to place the components
on the servers while maximizing their availability, which is
measured using (1). Fig. 13 shows the availability of the
components of the three-tier Web application where each tier
consists of 3 components/type. The availability of different

components ranges between three to four nines of availabil-
ity. The proposed algorithm prioritizes the component types to
ensure that mission-critical applications are given the priority
to be allocated first [39]. This allocation results in the change
of the availability nines where high-priority components are
placed on the servers that guarantee the highest HA.

4) ACE Scalability: In order to evaluate the ability of ACE
to model a real-cloud scenario, we use the Google public
dataset on workload traces [53]. These traces are taken from a
Borg cell over a period of 7 hours. The data has a set of tasks
where each is characterized by its consumed memory and CPU
cores. Each task is associated with its parent; in this case, we
assume the parent is the component type of an application. A
parent (or component type) can have multiple tasks (requests).
It is necessary to note that the dataset has been anonymized
where the tasks have a numeric IDs instead of names and
the CPU/memory requirements are determined using a linear
transformation. The data consists of the following:

• Time (integer) - time (seconds) since the start of data
collection

• parentID (integer) - unique ID of the job
• TaskID (integer) - unique ID of the task
• Type (0, 1, 2, 3) - class of job
• Normalized Task Cores (float) - normalized value of the

average number of cores
• Normalized Task Memory (float) - normalized value of

the average memory
Since a 3-tier Web application is used in our case, we

assume that there are three job types (HTTPS, DB, and App).
Generally, Amazon’s DCs host 50,000 to 80,000

servers [54] and Google’s DC hosts ∼70,000 servers [55].
However, due to the time complexity and limited compu-
tational resources, the Google workload traces are tested
on 2-RED model and a network of 3 DCs, 6 racks, and
70 servers.

Different simulations are performed to measure the number
of requests ACE can process during different SDs given this
scenario. These simulations are executed on 2-RED model.
Fig. 14 shows the scalability of ACE. For 2-RED case, ACE
can process 42 requests for SD = 100TU to reach ∼four mil-
lion requests for SD = 107TU . With these experiments, it is
noticeable that ACE can model and simulate multiple cloud
scenarios where thousands of requests are processed.

Although ACE can simulate a high number of requests,
the time for simulating such cases on a limited resources
environment can be a hiccup. The simulation time increases
with the increase in the SD and the number of served
requests. For SD = [100 − 107TU ], the 2-RED time reaches
∼7,348,255 ms.

D. Discussion on ACE Fault-Tolerant Approaches

This section describes how ACE can be used to support
different fault-tolerant approaches.

Reactive fault-tolerance approach: ACE supports different
redundancy models as a reactive fault-tolerant policy. Using
ACE, the user can define any type of redundancy model
(active/active, active/standby,...) to reduce the failures’ impact
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Fig. 12. Impact of the number of failure injections on the request’s response and waiting times.

Fig. 13. Availability of each deployed component.

Fig. 14. ACE scalability: Number of request processed using ACE for 2-RED
model.

on the execution of the application instances. The reactive
fault-tolerant approach can be extended to include elasticity
approach where the redundant instances can be scaled up or
down based on the examined performance-aware objective.

Fig. 15. ACE time complexity for 2-RED model.

Proactive fault-tolerant approach: ACE implements a load
balancing approach as a proactive fault-tolerant model. The
workload is distributed among the redundant instances of cer-
tain component type to minimize the faults’ recovery and
failures. It is necessary to note that a migration approach
can be easily implemented in ACE as another proactive
fault-tolerant approach.

Adaptive fault-tolerant approach: At this stage, ACE
implements an HA-aware placement solution as an adaptive
fault-tolerant approach. The placement solution selects the
best deployments of the application’s components depend-
ing on their current state and other functional (computational
resources, delay..) and non-functional (availability; i.e., redun-
dancy, interdependency...) constraints. The redundancy model
type is one of the input data of ACE; therefore, this approach
can be easily extended to an algorithm that runs in paral-
lel with the simulation, monitor the application’s components’
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states and (de)allocate redundant instances according to the
criticality and other performance requirements.

VI. CONCLUSION

Providing a resilient cloud is imperative to underpin enter-
prises availability and performance requirements. It is of great
importance to design an approach that does not only pro-
vide HA-aware placements of applications but also assess the
cloud elasticity and provide the necessary HA-based lessons
to improve the services’ availability. Simulation tools are one
of the best ways to model the cloud and simulate it in terms
of multiple QoS objectives. With this in mind, we extended
CloudSim simulator with ACE to include HA properties in
a sense that failures can be injected and recovered from. To
that end, we proposed a JSON template, GITS, to generate
cloud scenarios while keeping the development complexities
behind the scene. GITS does not only model the cloud, but
it captures different HA properties. ACE implements these
properties in CloudSim. Once the simulation starts, ACE gen-
erates HA-aware placements of different cloud applications
and builds the application functional chain to capture depen-
dency and redundancy. It also injects failures, provides failover
using redundancy models, and repairs the faulty nodes. Also, it
provides a load balancing algorithm to distribute the dynamic
and static requests. In the future work, ACE will be extended
to include elasticity features where scaling up and down will
be implemented to overcome failures and meet performance
requirements.
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