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Abstract—Turbo product codes (TPCs) have been integrated
in several practical applications, and hence, they have been
considered widely in the literature where the main aim is improv-
ing the error performance and/or reducing the computational
and implementation complexity. This paper presents a com-
prehensive survey of the research that focuses on TPCs in
terms of encoding, decoding, error performance, and complexity.
Moreover, this paper also considers the advantages of integrat-
ing TPCs in hybrid automatic repeat request systems where
power optimization becomes very efficient and the complexity
can be reduced using the unique properties of TPCs such as
error self-detection capabilities. Based on the surveyed litera-
ture, the pivotal open research issues in TPCs are presented and
discussed.

Index Terms—Turbo codes, product codes, error control
coding, error correction, iterative decoding, error detection, auto-
matic repeat request, soft decision decoding, energy efficiency,
complexity reduction.

I. INTRODUCTION

FORWARD error correction (FEC) is one of the key
tools that enabled the explosive growth of the wire-

less communications industry in the last decade. The basic
role of FEC is to provide the users with reliable digital
transmission using minimum excess power, bandwidth and
complexity. Consequently, FEC substantially contributed to the
success of transformation towards the A5 vision (anyone to
access anything from anywhere at anytime on any device).
Such vision has placed stringent quality of service (QoS)
requirements, which require optimal design at all layers of
the wireless communications protocol stack to reduce the
cost, power consumption and complexity while increasing
the capacity, coverage and reliability. Watching high defini-
tion television (HDTV) on small-size mobile devices is an
example for such extreme QoS requirements because such
application requires up to 34 Mbps with packet error rate
less than 10−6 [1]–[3]. The problem becomes even more chal-
lenging when such mobile devices are used for transmission.
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For example, video conferencing requires up to 1.92 Mbps
and packet error rate of less than 10−4 [2]. In this survey,
we consider turbo product codes (TPCs) since they are one of
the primary FEC techniques where we summarize the major
contributions, present state-of-the-art results, and present the
main advantages and disadvantages of TPCs as compared to
other well established FEC techniques.

A. Overview of TPCs

TPCs, alternatively referred to as block turbo codes (BTC),
are powerful FEC codes that can be implemented with reason-
able complexity [4]. They support a wide range of codeword
sizes and code rates. Product codes are first introduced by
Elias [5]. Similar to turbo codes [6], product codes are
constructed using an inner and outer code separated by an
interleaver. Classical product codes are obtained from two
linear block codes applied serially on the two dimensions
of a matrix. Moreover, product codes have become popular
after the introduction of a reasonable complexity soft-input
soft-output (SISO) iterative decoding algorithm in [7].

Compared to other capacity-approaching codes, TPCs have
several advantages such as simple encoding/decoding and high
coding gain at high code rates [8]–[10]. Moreover, TPCs are
highly parallelizable which makes them suitable for high speed
applications [11]–[15].

TPCs have large minimum Hamming distances; hence, they
do not suffer from error floors as much as the original class
of turbo codes known as parallel concatenation convolutional
codes (PCCCs) [6], [16]. Moreover, TPCs can support high
code rates using high rate component codes. Such approach
is different from PCCCs where a large amount of punc-
turing is required to produce high code rates, which may
degrade the error performance and increase decoding com-
plexity [17]. Similar to the error performance and complexity,
code latency of various coding techniques has attracted notice-
able research attention [18]–[21]. The comparison between
different coding schemes is typically performed based on
the assumption of infinite processing speed and hence the
latency is solely determined by the codeword length [18]–[21].
In such scenarios, PCCCs will have lower latencies than
TPCs. However, TPCs can be designed to have low codeword
lengths, and hence, high latencies can be avoided. Moreover,
TPCs have inherent error detection capability which can be
used to terminate the iterative decoding process without the
need for additional parity check bits [22]. Therefore, TPCs
can be considered as an attractive solution for high speed
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communication systems with very low bit error rate (BER)
requirements [23]–[27].

Based on the assumption that latency is solely determined
by the codeword length [18]–[21], LDPC codes and TPCs
can have equivalent latencies under equal BER constraints
and high codeword lengths, however, TPCs outperform LDPC
codes at low codeword lengths. Some numerical examples are
given in Section III-E.

B. TPCs Applications

TPCs are currently included in various communication stan-
dards such as the IEEE 802.16 for fixed and mobile broadband
wireless access systems [28], which is commercially known
as the Worldwide Interoperability for Microwave Access
(WiMAX), IEEE 802.20 Mobile Broadband Wireless Access
(MBWA) for local and metropolitan area networks [29],
and IEEE-1901 for broadband power line networks [30].
Moreover, TPCs have been proposed for many applications
such as optical communications, satellite systems, multimedia
transmission and data storage devices.

The high coding gain of TPCs at high code rates has been
utilized in optical communication systems to achieve reliable
high speed transmission and improved system capacity. In [9],
TPCs with 20% overhead are employed in an optical code divi-
sion multiple access (OCDMA) system to reduce the weight
and length of active users’ optical orthogonal codes achieving
a 50% bandwidth reduction. The effectiveness of TPCs in high
bit rate optical transmission is experimentally demonstrated
in [23] for a 10-Gb/s system. TPCs have also been proposed
for optical communication systems in [31] and [32] where
TPCs decoders are optimized for practical optical channel
models.

Moreover, TPCs are employed to improve the performance
of satellite communication systems. In [33], a TPC hardware
implementation is used to demonstrate the spectral efficiency
improvement when TPCs are used in a digital video broad-
casting satellite (DVB-S) system. TPCs are also used in [34]
as an unequal error protection (UEP) scheme for satellite com-
munications where packet headers are given more importance
than payload. A commercial broadband satellite system known
as IPSTAR employs TPCs in its communication terminals to
provide high-throughput satellite services [35], [36].

TPCs are proposed for many image, video and audio
applications to enhance transmission efficiency [37]–[39].
Multimedia content has unequal importance and the loss of
some source information has higher distortion impact on the
received quality compared to other less important source data.
Therefore, for multimedia applications such as image and
video transmission, TPCs are usually designed to provide dif-
ferent levels of protection based on the importance of source
information [40]–[44].

TPCs and low density parity check (LDPC) codes are
of great interest in data storage applications which have
strict requirements for low decoding errors and high data
rate [10]. Nevertheless, TPCs have simple encoding and
decoding schemes and better error statistics for magnetic
recording channels [8]. A practical FEC solution is proposed

in [45] for magnetic recording systems where an LDPC code
is concatenated with a single parity check (SPC) code to
construct a product code. The complexity of the constructed
product code and regular LDPC code are comparable, but
the product code offers significant signal-to-noise ratio (SNR)
gain.

This article presents a comprehensive survey of TPCs where
we summarize the main contributions reported in the litera-
ture in terms of encoding, decoding and error performance
enhancement. Moreover, the performance of TPCs is com-
pared to other popular codes such as the PCCCs and LDPC
codes using equivalent code rates and codeword lengths.
The impact of coupling TPCs and hybrid automatic repeat
request (HARQ) on the throughput of communications sys-
tems is addressed where TPCs error-self detection is used to
replace the cyclic redundancy check (CRC) in ARQ-based sys-
tems. Finally, the article discusses the main challenges and
open research issues that need to be addressed by the research
community.

The rest of the paper is organized as follows. TPC construc-
tion and decoding are described in Sections II and III, respec-
tively. Using TPCs for joint bit error correction and packet
error detection is discussed in Section IV. Section V com-
pares the performance of TPC-based HARQ with conventional
HARQ systems. TPCs open research issues are presented in
Section VI followed by conclusions in Section VII.

II. TURBO PRODUCT CODES CONSTRUCTION

This section discusses TPCs construction methods where
the conventional encoding technique is first described.
Then, modified construction methods are introduced in
Sections II-A–II-F.

Two-dimensional (2D) TPCs are constructed by serially
concatenating two linear block codes Ci (i = 1, 2). The two
component codes Ci, also referred to as elementary codes,
have the parameters (ni, ki, d(i)

min) which describe the codeword
length, number of information bits, and minimum Hamming
distance, respectively [46]. To build a product code, k1 × k2
information bits are placed in a matrix of k1 rows and k2
columns. The k1 rows are encoded by code C1 and a matrix
of size k1 ×n1 is generated. Then, the n1 columns are encoded
by the C2 code and a two-dimensional codeword of size
n2 × n1 is obtained. The parameters of the product code C
are (n1 × n2, k1 × k2, d(1)

min × d(2)
min). The code rate which is the

number of information bits divided by the codeword size is

calculated as ζ = k1 × k2

n1 × n2
for regular TPCs.

Fig. 1 shows an illustration of a TPC codeword. When n1 =
n2 � n, k1 = k2 � k and d(1)

min = d(2)
min � dmin, a square product

code is constructed, denoted as (n, k, dmin)
2.

TPCs can be constructed using different com-
ponent codes such as Hamming codes [47]–[49],
Bose-Chaudhuri-Hocquenghem (BCH) codes [7], [50], [51],
Reed-Solomon (RS) codes [52], and LDPC codes [45], [53].
In addition, several extensions to TPCs classical construction
have been proposed in the literature. Examples of these
extensions are discussed in Sections II-A–II-F.
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Fig. 1. 2D TPC codeword.

A. Multidimensional TPCs

Multidimensional TPCs can be constructed similar to 2D
TPCs, where a particular component code is used for the
ith dimension, i = 1, 2, . . . , d. In such scenarios, the TPC
codeword length, number of information bits and minimum
Hamming distance are respectively given by N = ∏d

i=1 ni,
κ = ∏d

i=1 ki and Dmin = ∏d
i=1 d(i)

min. The code rate of the

product code is ζ = κ

N
.

Multidimensional TPCs are typically used to construct
codes with long codewords and low decoding complexity.
The complexity reduction is achieved by using component
codes that have short codeword lengths and high code rates.
Therefore, performing large number of decoding operations
over short codes rather than performing smaller number of
decoding operations over long codes. For example, 2D TPCs
require 2n component code decoding operations per iteration,
while 3D TPCs require 3n2.

Multidimensional product codes are investigated
in [54] and [55] using single parity check (SPC) codes
as component codes. The authors in [56] show that the weight
(number of non-zero elements) distribution in high code rate
TPCs is approximately Gaussian which is a desirable feature
to have a good long linear code. They propose construction
of low-complexity TPCs with Gaussian distribution by using
SPC codes.

In terms of error performance, 2D codes usually outperform
higher dimensional codes with the same codeword lengths
and code rates [7], [54]. However, the performance differ-
ence is not significant. For example, the eBCH(64, 51, 6)2 and
eBCH(8, 7, 2)4 TPCs have 4096 codeword length and equiva-
lent code rates. However, the eBCH(64, 51, 6)2 is about 0.4 dB
better than the eBCH(8, 7, 2)4 at BER 10−5.

B. Nonbinary TPCs

Non-binary TPCs can be constructed using nonbinary com-
ponent codes as described in [52] where two RS codes are
used as component codes. However, bandwidth efficient cod-
ing can be achieved as well using binary codes as component
codes followed by multilevel modulation [57]. In both cases,
soft decision decoding can be used to minimize the BER.

An example of RS-TPCs is presented in [52] where k1 × k2
2q-ary information symbols are encoded to obtain n1 × n2
TPCs over Galois field GF(2q). The results given in [52] reveal
that RS-TPCs have lower decoding complexity as compared to
binary TPCs with equivalent code rates. It is worth noting that
the complexity reduction is mostly obtained because RS-TPCs
can provide similar error performance for much smaller code-
word lengths. For example, RS(15, 13)2 and eBCH(64, 57)2

have equivalent code rates and error performance while the
codeword lengths are 900 and 4096 bits, respectively.

C. Modified Row-Column Interleaving

In the literature, additional interleaving processes are intro-
duced on top of the row-column interleaving to reduce the
decoding complexity and/or error rate of TPCs. The perfor-
mance of SPC-TPCs is improved in [58] by passing several
SPC-TPCs codewords through an interleaver and a rate-1
recursive convolutional code. However, this introduces addi-
tional encoding and decoding delay which may be undesirable
for some delay-sensitive applications. The authors in [48]
propose rearranging/interleaving the information and parity
bits of extended Hamming TPCs in a way which allows iden-
tifying the error location directly from the syndrome value.
Hence, a syndrome table is no longer needed and decoding
complexity is reduced in terms of storage requirements. Error
performance is slightly improved over additive white Gaussian
noise (AWGN) channels.

In [59], the row-column interleaver is replaced by a con-
strained uniform interleaver to improve the interleaving gain
in two and three dimensional (2D and 3D) TPCs while main-
taining the highest minimum Hamming distance. The random
interleaver is constrained to have coded bits of every row
codeword placed in a different column to maintain the high-
est minimum Hamming distance of row-column interleaver.
However, interleaving gain is improved by independently ran-
domizing bits in each row, then randomizing bits in each
column. Improving the interleaving gain, also known as low-
ering the error coefficient, corresponds to lowering the number
of nearest neighbors with minimum Hamming distance [60].
The constrained interleaver size is required to be larger than
the row-column interleaver by an integer multiple in order to
achieve performance improvement for 2D SPC. A class of
interleaved product codes is proposed in [61] where an inter-
leaver is applied only row-wise after row encoding and before
column encoding to reserve the high minimum Hamming dis-
tance of product codes while reducing the number of low
weight codewords. The authors show that this class of TPCs
can be viewed as LDPC codes and can be decoded using
LDPC decoders.
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TABLE I
A SUMMARY OF TPCS MODIFIED CONSTRUCTION METHODS AND THEIR MAIN ADVANTAGES

Fig. 2. Shortened TPC codeword.

D. Irregular TPCs

Irregular product codes are constructed
in [50], [62], and [63] using row/column component codes
with different code rates, but same codeword lengths. These
modified product codes are shown to enhance the decoding
error probability for some code rates and lengths. Irregular
product codes are proposed in [62] where row and/or column
codewords have different code rates. Examples are provided
for irregular product codes that achieve better error perfor-
mance than regular TPCs with the same overall code rate
over erasure channels. However, this introduces additional
encoding and decoding complexity.

E. Extended and Shortened TPCs

An elementary code is extended by adding a single parity
bit to the codeword so that the minimum Hamming distance is

increased by one. However, the minimum Hamming distance
for TPCs increases significantly. For square TPCs, using an
extended component code with dmin = 4 produces a prod-
uct code with d2

min = 16, whereas, an elementary code with
dmin = 3 produces a product code with d2

min = 9. Therefore,
when using extended component codes to construct TPCs,
considerable error rate reduction may be achieved. For some
product codes, a coding gain of more than 2 dB is achieved
when using extended component codes [4].

On the other hand, shortened TPCs are constructed from
component codes Ci with parameters (ni − li, k − li, d(i)

min).
For i = 1, 2, the shortened product codes are generated from
encoding k1 × k2 information bits using C1 and C2; however,
the bits in the first l2 rows and l1 columns are set to zeros
and they are not transmitted. Fig. 2 shows an illustration of
a shortened product code. Shortened TPCs are used in IEEE
802.16 [28] to support flexible codeword sizes and code rates.
The encoding design of shortened TPCs is discussed in [47].

F. Nonlinear TPCs

The authors in [64] discuss the construction of nonlinear
TPCs using two nonlinear component codes or a combination
of linear and nonlinear codes. They argue that nonlinear TPCs
can have larger minimum distance and hence better error per-
formance. However, iterative decoding used in linear TPCs
will not perform well for nonlinear TPCs and hence higher
complexity decoders should be invoked. It is worth noting
that in nonlinear TPCs the bottom n2 − k2 rows of the TPCs
matrix are not, in general, codewords of the component codes.
Table I summarizes TPCs modified construction methods and
their main advantages.

III. ITERATIVE DECODING OF TPCS

This section surveys existing literature on TPCs iterative
decoding techniques where hard and soft decision decoding
methods are described in Sections III-A and III-B, respectively.
The performance and complexity trade-off for TPCs decoders
is discussed in Section III-C. The main contributions in design-
ing efficient TPCs decoders is summarized in Section III-D.
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Finally, the error performance of TPCs is compared to other
popular capacity approaching codes in Section III-E.

Turbo product codes are powerful FEC codes that can pro-
vide high coding gain. Nevertheless, the complexity of TPCs
decoders can be very high when maximum likelihood decod-
ing (MLD) is used. Therefore, sub-optimum iterative decoding
methods are alternatively used to reduce the complexity while
providing satisfactory performance [7]. Assuming the trans-
mission of binary phase shift keying (BPSK) symbols over an
AWGN channel, a transmitted TPC codeword, U, is received as
R = U+W where W is a matrix of AWGN samples with zero
mean and N0/2 variance. If hard decision decoding (HDD) is
desired, the matrix R is converted to a binary matrix B that
is fed to the TPC decoder, where B = 0.5(sign [R] + 1) and
sign(.) is the signum function. Otherwise, R is fed directly to
the decoder for soft decision decoding (SDD).

A. Hard-Input Hard-Output Decoding

In hard-input hard-output (HIHO) decoding, the code matrix
B is partitioned into row/column vectors which are decoded
independently using conventional HDD techniques such as
the Berlekamp-Massey algorithm [65]–[67]. Assuming that we
start decoding the rows of B, which corresponds to the first half
iteration, the second half iteration is performed on the columns
of the matrix obtained from the previous half iteration. This
process is repeated several times so that residual errors at one
iteration may be corrected in the succeeding ones. The error
patterns that are not corrected by the first few iterations are
permanent errors known as closed-chain errors [68], [69]. The
decoding process is terminated when the maximum number
of iterations ( max) is reached, or if all rows and columns are
valid codewords of their respective elementary codes.

1) Non-Sequential Decoding: In conventional HIHO
decoding, the row/column decoding is performed sequentially.
However, in [70] a non-sequential decoding algorithm is pro-
posed to improve the performance of HIHO decoding. The
algorithm utilizes the reliability information embedded in the
received code components to avoid error amplification. Based
on the reliability of each component codeword in the received
TPC matrix, a decision is made on whether to decode or
to leave that code component without decoding. Simulation
results show that the proposed algorithm offers a substan-
tial improvement over traditional sequential decoding with
negligible additional complexity.

2) Closed-Chains Error Correction: Fig. 3 shows an exam-
ple of a closed-chain error pattern in (8, 4, 4)2 TPC. The
shaded cells with × marks correspond to 4 bit errors in B.
For this example, the minimum Hamming distance of the
product code is d2

min = 16 and the error correction capa-

bility of MLD is t = � d2
min−1

2 � = 7 > 4 where �.� is
the floor function. Therefore, B will be decoded success-
fully using MLD. However, the iterative decoder will not be
able to correct the error pattern using component codes with
t = � dmin−1

2 � = 1 < 2.
A HIHO decoding algorithm is proposed in [46] to cor-

rect closed-chains error patterns in HIHO turbo product codes.
The proposed technique is based on correlating the horizontal

Fig. 3. Closed-chain error-pattern example for (8, 4, 4)2 TPC.

and vertical component codes to estimate the location of the
erroneous bits in the closed-chain of errors. Erasure decoding
is then used to correct the identified bit errors. For partic-
ular codes, a noticeable coding gain improvement of about
1.5 dB can be achieved when compared to the standard sequen-
tial HIHO decoding and about 0.8 dB when compared to the
non-sequential HIHO decoding.

3) HIHO With Symbol Reliability: In [71], the HIHO
decoder employs a reliability metric for each element in the
decoded TPC matrix. Assuming BPSK, the decision of each
decoded element may be flipped if its reliability remained
below a threshold for a number of iterations. This reliability-
based approach is proposed to improve the performance of
HIHO decoders for multidimensional single parity TPCs. The
threshold value may change over successive iterations. Some
threshold values were proposed based on simulations for the
considered codes. The algorithm requires additional memory
compared to conventional HIHO decoding.

B. Soft-Input Soft-Output Decoding

Near-optimum decoding of TPCs is achieved by performing
a number of soft-input soft-output (SISO) iterative decoding
processes. Similar to HIHO, the TPC matrix is partitioned into
smaller row/column vectors which are individually decoded
using a soft decision iterative decoding algorithm.

1) Pyndiah-Chase-II Algorithm: Pyndiah-Chase-II algo-
rithm is based on SISO iterative decoding where the rows and
columns of R are decoded individually using SDD. During the
first half iteration, actual soft information is available from
the demodulator; however, extrinsic information is used in
the succeeding iterations. The SDD is implemented using the
Chase-II decoder [72] which performs a limited search for
the maximum likelihood component codeword instead of a
prohibitively complex exhaustive search.

The search process can be described as follows.
a) The least reliable p bits in b = (b1, b2, . . . , bn)

(a component codeword in B) are marked using r =
(r1, r2, . . . , rn) (a component codeword in R). In sta-
tionary AWGN channels, the normalized reliability is
given by |ri|.
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b) 2p different error patterns are generated using the
marked p bits in b. An error pattern is a vector whose
entries are all zeros except the entries marked in the pre-
vious step. 2p different error patterns are generated by
altering the values of the marked p bits.

c) 2p different test patterns are generated by adding each
error pattern to b. Each of the 2p test patterns is decoded
using HDD to produce 2p candidate codewords. The suc-
cessful candidate codeword d is the one that has the
minimum Euclidean distance to r. Therefore, the number
of HDDs performed in each iteration is 2p(n1 + n2).

Once the first half iteration is completed, the Chase-II
decoder output is the binary vector d; hence, we still need
to generate soft information for each bit in d to enable SDD
for the next iterations. Note that the elements of d are mapped
from {0, 1} to {−1,+1}. The soft information after the first
iteration is calculated using

r̃(m) = r + α(m)w(m) (1)

where r̃(m) is the soft data fed to the Chase-II decoder at the
mth iteration, r is the demodulator soft output, α(m) is a scal-
ing factor obtained experimentally, and w(m) is the extrinsic
information calculated from the previous iteration. Extrinsic
information is computed as

w(m + 1) = r̀(m) − r̃(m), (2)

where

r̀(m) = 1

4

(∣
∣
∣r̃ − d(2)

∣
∣
∣
2 −

∣
∣
∣r̃ − d(1)

∣
∣
∣
2
)

× d(1) (3)

and d(1) and d(2) are the closest and next closest candidate
codewords to r̃, respectively. For each bit i in r̀(m), d(2) is
chosen such that d(2) �= d(1) at the ith bit, i ∈ {1, 2, . . . , n}.
In cases where it is not possible to find d(2) we use

w(m + 1) = β(m) × d, β ≥ 0 (4)

where β is also a scaling factor and d = d(1). The values of
α and β for 8 half iterations (m ∈ {1, 2, . . . , 8}) are given
in [7],

α = [0.0, 0.2, 0.3, 0.5, 0.7, 0.9, 1.0, 1.0] (5)

and

β = [0.2, 0.4, 0.6, 0.8, 1.0, 1.0, 1.0, 1.0]. (6)

Entries in the extrinsic information matrix computed using (2)
are normalized to have a mean absolute value of one [7]. Fig. 4
shows a general block diagram for Pyndiah-Chase-II decoder.
Moreover, a structured summary of the decoding algorithm is
shown in Table II. A MATLAB implementation of the TPC
encoder and Pyndiah-Chase-II decoder are available online
in [73].

2) Other SISO Algorithms: A simplified adaptive belief
propagation algorithm for TPCs SISO decoding is proposed
in [74] as an alternative to Pyndiah-Chase-II Algorithm. The
proposed decoder provides similar performance with a claimed
high degree of parallelism. In [75], Kaneko’s [76] algorithm is
used for soft-input hard-output decoding followed by reliabil-
ity calculations to convert the hard output to a soft output.

Fig. 4. General block diagram for Pyndiah-Chase-II decoder.

TABLE II
PYNDIAH-CHASE-II DECODING ALGORITHM FOR SQUARE

TPCS ASSUMING BPSK MODULATION

Kaneko’s algorithm tests error patterns sequentially until a
decoding condition is met and remaining error patterns are
not tested. Due to this adaptive nature of Kaneko’s algorithm
a complexity reduction in SISO decoding is possible. Order-i
reprocessing algorithm [77] is used in [78] for SISO decoding.
Additional decoding steps are proposed to correct common
residual errors which could not be corrected by the iterative
decoder. This improves the performance at low bit error rate,
however, at the cost of increased complexity.

The authors in [79] propose a SISO decoder based
on an alternative method for component decoding known
as Bidirectional Efficient Algorithm for Searching Code
Trees (BEAST). The authors show that their proposed SISO
decoder can achieve better performance than Pyndiah-Chase-II
decoder. However, did not provide a complexity comparison
of the two schemes. They pointed out that direct complexity
comparison is not feasible on a general level. An algorithm
is proposed in [80] to reduce complexity of trellis-based opti-
mum decoding for turbo product codes constructed by serial
concatenation of a single parity check code and a low dimen-
sionality binary linear block code with small k2. Nevertheless,
the obtained results reveal that optimum decoding achieves
a small coding gain (0.1 dB) over sub-optimum iterative
decoding for the considered class of TPCs. An additional
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coding gain of 0.4 dB can be achieved when using a modi-
fied construction of serially concatenated codes which are not
considered to be TPCs.

In [81], a decoding algorithm is proposed for analog product
codes using linear programming. However, the system perfor-
mance is evaluated using loose upper bounds and the provided
simulation results are based on the assumption that erroneous
decoding happens when there are t rows with t errors where t
is the error correction capability of the component code. TPCs
decoders may be able to correct such errors unless they are
arranged in closed chains.

The SISO decoding algorithms has been adapted for dif-
ferent application-specific channel models. In [82]–[84], the
turbo decoder is adapted and its performance is evaluated for
channels with partial-band interference, whereas, partial-time
jamming is considered in [85]. The performance of TPCs is
also optimized for magnetic recording partial response chan-
nels and non-Gaussian optical channels in [86] and [31],
respectively.

C. Complexity and Performance Trade-Off

SISO decoders require considerable computational power as
compared to HIHO decoders. However, in the literature, the
high computational complexity of SISO decoding is justified
by its high coding gain advantage over HIHO decoding as
shown by the BER performance curves in Fig. 5 and Fig. 6.
The BER performance of some extended BCH (eBCH) prod-
uct codes over AWGN channels is shown in Fig. 5, whereas,
the performance over independently and identically distributed
(i.i.d) Rayleigh fading is shown in Fig. 6. In the figures,
Pyndiah-Chase-II algorithm with p = 4 is used for SISO
decoding, and the maximum number of iterations max = 4
for both SISO and HIHO.

Moreover, bandwidth efficient coding can be achieved using
TPC followed by multilevel modulation. The soft decision
decoding is slightly modified when multilevel modulation
schemes are used [57]. Fig. 7 shows the BER performance
of M -ary quadrature amplitude modulation (QAM) systems
coded using eBCH(128, 120, 4)2 TPC. The results are shown
for the SISO decoder described in [57].

The complexity of SISO and HIHO TPCs decoders is
mainly determined by the number of HDD operations per-
formed [46]. For SISO Pyndiah-Chase-II decoder, the number
of HDD operations per half iteration used to decode the
received matrix R is n×2p. For HIHO decoding, the number of
HDD operations per half iteration is n. The complexity of each
HDD operation depends on the adopted HDD algorithm. For
example, complexity analysis of BCH-HDD is given in [87].
The computational complexity for each HDD operation NHDD
is bounded by

45λ2n2(log10 n
)2

< NHDD < (45λ + 4)λn2(log10 n
)2 (7)

where λ = t/n, and t is the number of errors that can be
corrected by the code.

TPCs decoders provide a trade-off between performance and
complexity. In particular, the probability of successful decod-
ing increases by increasing the maximum number of iterations

Fig. 5. BER of eBCH-TPC using HIHO and SISO decoding with p = 4 and
max = 4 over AWGN channels.

Fig. 6. BER of eBCH-TPC using HIHO and SISO decoding with p = 4 and
max = 4 over Rayleigh fading channels.

max, and the size of search space which is controlled by p.
However, the complexity of SISO decoders increases expo-
nentially as a function of p. In [4] and [7] it is shown that no
significant performance gain is achieved for {p, max} > 4.

D. Efficient TPCs Decoding

Several algorithms have been proposed to improve the effi-
ciency of TPCs decoders. A fast implementation of Chase-II
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Fig. 7. BER of M -ary QAM systems with eBCH(128, 120, 4)2 over AWGN
channels. SISO decoding is used with p = 4 and max = 4.

algorithm is proposed in [88] by processing test patterns in a
particular order to have less number of patterns being tested.
Moreover, the proposed re-ordering enables the derivation of
a sequence syndrome from other sequences recursively. The
efficiency of such decoder is demonstrated for single error cor-
rection codes. The complexity of Pyndiah-Chase-II decoder is
also reduced in [89] for single error correcting codes by obtain-
ing the syndromes, even parities and the extrinsic information
using fewer operations. The authors in [90] proposed reducing
the number of decoded test patterns in the Chase-II algorithm
to reduce decoding complexity. Syndromes are exploited to
classify the test patterns so that test patterns with the same
codeword are not unnecessarily decoded.

An efficient decoder for TPCs is proposed in [91] where the
new decoder is composed of a standard SISO decoder with a
small number of iterations followed by a HIHO decoder. The
proposed decoder is implemented by configuring the conven-
tional SISO decoder to operate in two modes, a SISO mode
and a HIHO mode. The performance of the hybrid decoder
is investigated using different TPCs with different parame-
ters over AWGN channels. Compared to a standard SISO, the
hybrid decoder reduces the overall computational complex-
ity while providing comparable BER performance. The hybrid
decoder also provides a substantial flexibility to optimize the
performance/complexity trade-off.

The work in [92] proposes a method to compute the
extrinsic information from one HDD rather than 2p HDD.
A row/column input codeword is hard decision decoded and
the number of possible errors e in the input row/column
codeword is computed. The extrinsic information is then esti-
mated based on e and dmin. This method is designed for
reliable HDD, i.e., high SNR. Therefore, the proposed decoder

resorts to Pyndiah-Chase-II algorithm when e is greater than a
specified threshold. Decoding complexity is reduced at mod-
erate and high SNRs while error performance remains almost
unchanged.

In [93] a hybrid decoder is proposed to improve error perfor-
mance with low computational burden for product codes with
large ratio of minimum Hamming distance to code rate. The
authors propose concatenating a soft-input hard-output (SIHO)
decoder to Pyndiah-Chase-II decoder at the last iteration.
SIHO is a two step decoder where a hard-limited reliability
metric is passed from row decoding to column decoding.

The major contributions that aim at enhancing TPCs
decoders in terms of complexity and error performance are
summarized in Table III.

E. Performance Comparison With Other
Capacity-Approaching Codes

In addition to TPCs, there are other popular capacity
approaching codes such as PCCCs and LDPC codes. Fig. 8
compares the BER performance of these codes over AWGN
channels. The comparison is performed using equivalent code
rates and codeword lengths. The number of decoding iterations
for the three coding schemes is chosen so that no signifi-
cant performance gain is achieved if additional iterations are
performed. In the figure legend, the codes are labeled and
the corresponding parameters {N , ζ, max} for each code are
shown in Table IV.

The TPCs are constructed using eBCH(n, k, dmin)
2 to pro-

duce codes with {N = n2, ζ = k2

n2 , max = 4}. On the other
hand, PCCCs are implemented using two identical recursive
systematic convolutional encoders. The constituent encoders
used in this example have parameters li = 1, lo = 2, lk = 4
where li, lo and lk denote the number of input bits, num-
ber of output bits and the constraint length, respectively. The
generator polynomials and the feedback connection polyno-
mial in octal form are G1 = 13, G2 = 15 and Gf = 13,
respectively. The first encoder operates on the input infor-
mation bits directly, while the second encoder operates on
interleaved information bits. The PCCC encoder basic code
rate is ζ = 1/3. The length of information bits and the punc-
turing periods are selected to generate PCCCs with codeword
lengths and code rates equivalent to their counterpart TPCs.
The PCCCs decoder performs a maximum of max = 4 soft
decision decoding iterations using the max-log approximation
algorithm [94].

LDPC codes are also constructed with equivalent parameters
using the methods described in [95] and [96]. The gener-
ated LDPC codes are soft decision decoded with max = 50,
beyond which no significant performance gain is achievable.

The three codes provide similar error performance for low
and moderate code rates. However, for high code rates PCCCs
do not perform well due to high amount of puncturing, e.g.,
PCCC 4 {16384, 0.87, 4} in the right subfigure of Fig. 8.
Although there are some techniques which can be used to
improve the performance of PCCCs at high code rates, the
improvement is not significant and the decoder complexity is
increased [97], [98].



3060 IEEE COMMUNICATIONS SURVEYS & TUTORIALS, VOL. 18, NO. 4, FOURTH QUARTER 2016

TABLE III
MAJOR CONTRIBUTIONS IN ENHANCING TPCS DECODERS IN TERMS OF COMPLEXITY AND ERROR PERFORMANCE

TABLE IV
PARAMETERS {N , ζ, max} FOR THE CODES USED IN FIG. 8

LDPC codes error performance is also affected by the code-
word length. For relatively long codewords, LDPC codes have
a slight advantage over other codes. However, for short code-
word lengths this advantage vanishes and LDPC codes may
provide error performance worse than other codes. For exam-
ple, TPC 1 {256, 0.47, 4} and PCCC 1 {256, 0.48, 4} have a
performance advantage of ∼ 0.6 dB and 0.4 dB, respectively,
over LDPC 1 code {256, 0.47, 50} at BER of 10−5 as shown
in the left subfigure of Fig. 8.

IV. TPCS ERROR SELF-DETECTION

This section discusses TPCs error self-detection where two
main methods are presented in Sections IV-A and IV-B.

The complexity of TPCs self-detection is compared to con-
ventional error detection techniques in Section IV-C. TPCs
self-detection performance is evaluated in terms of false alarm
and misdetection in Section IV-D where numerical examples
are provided.

Error detection is an essential process in TPCs because it
can be used for early stopping of the iterative decoding pro-
cess to reduce the complexity and delay. Furthermore, it can
be used to report that the decoding process was unsuccessful,
and hence, it can be used in automatic repeat request (ARQ)
systems, or in similar applications. Error detection is usu-
ally performed using CRC codes which can be realized using
different software and hardware implementations [99]–[102].
However, the CRC process can have adverse effects on the
computational complexity, delay, throughput and energy con-
sumption for systems with continuous and high data rate
transmission [22], [103]–[107].

A. Syndrome Error Checking (SEC) Self-Detection

The TPCs codeword has a matrix structure which lends itself
to error self-detection with relatively low complexity and no
additional CRC redundancy [4]. In the iterative decoding of
TPCs, all rows of the code matrix are decoded sequentially
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TABLE V
THE RELATIVE COMPLEXITY OF TPC ERROR DETECTION TECHNIQUES TO 16-BIT CRC-8005

Fig. 8. BER comparison of TPCs, PCCCs and LDPC codes over AWGN
channels using equivalent code parameters. Table IV shows the parameters
{N , ζ, max} for each labeled code in the legend.

followed by column decoding. If the error correction process
is successful, all rows and columns will be valid codewords of
their respective elementary code Ci. Consequently, error detec-
tion after the last column decoding process can be performed
using syndrome error checking (SEC) of row codewords. If
all syndromes are equal to zero, then the TPC codeword is
declared error free [4], [22].

In general, the last column decoding process guarantees that
all columns in the matrix are valid codewords. However, if the
row/column decoding process does not necessarily produce a
valid codeword [46], then the last two half iterations should
be checked.

B. Parity Error Checking (PEC) Self-Detection

For TPCs with extended component codes, self-detection
can be performed by exploiting the parity check bits used for
extending the component codes [108]. Assuming even parity is
used to construct the extended component codes, the received
TPC matrix is declared erroneous once an odd parity row is
found. On the other hand, if all information rows have even
parity, the TPC packet is declared error-free. In the follow-
ing Sections IV-C and IV-D, the relative complexity and error

detection performance of the SEC and PEC methods will be
described.

C. Self-Detection Relative Complexity

Complexity analysis in [22] and [108] demonstrates the
significant complexity reduction can be achieved by TPCs
self-detection as compared to CRC-based systems.

TPCs self-detection and CRC decoding can be imple-
mented using only exclusive-OR (XOR) operations. Therefore,
comparing the computational complexity of the TPCs self-
detection to other CRC-based detection standards can be
achieved using the relative complexity, which is the ratio of
the number of operations in TPCs self-detection to the number
of operations in CRC decoding.

For TPCs error self-detection, the number of operations
depends on the used component code. Moreover, it varies ran-
domly based on the index of first row that has a detectable
error. Because the row syndromes are computed sequentially,
once a non-zero row syndrome is found the self-detection pro-
cess is aborted and the received matrix is declared erroneous. If
no error is detected in all information rows, the self-detection
process is aborted and the TPC packet is declared error-free.
Therefore, the complexity of TPCs self-detection is expressed
using upper and lower bounds, UB and LB, respectively.

Table V shows the relative complexity UB and LB of TPCs
self-detection when SEC and PEC are used for different eBCH
TPCs, namely, (128, 120, 4)2, (64, 57, 4)2, (32, 26, 4)2 and
(16, 11, 4)2. The complexity is computed relative to 16-bit
CRC-8005 which is a commonly used CRC code. It can be
observed that both TPCs self-detection methods are remark-
ably less complex than CRC detection. The relative complexity
of self-detection is reduced by almost 50% when using PEC
instead of SEC.

It should be noted that the complexity reduction is pro-
portional to the number of CRC bits and the TPC codeword
size. For example, the relative complexity of SEC-based self-
detection for eBCH(128, 120, 4)2 is bounded by 6×10−4 and
CS ≤ 0.0715 of the 32-bit CRC-1EDC6F41 [22].

D. False Alarm and Misdetection Rates

When performing error detection at the receiver side, an
error can be misdetected if a row in the decoded matrix is
a valid codeword of Ci but not equal to its corresponding
transmitted row codeword. Moreover, a correct TPC code-
word can be declared as erroneous, generating a false alarm,
if all the information bits are correct but the row parity check
bits contain errors. The performance of the CRC error detec-
tion and TPCs self-detection schemes is evaluated in terms of
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TABLE VI
FALSE ALARM RATE OF TPCS SELF-DETECTION VERSUS 16-BIT CRC
DETECTION IN RAYLEIGH FADING CHANNELS WHEN SISO DECODING

IS USED. THE HYPHEN ‘–’ MEANS THAT THE NUMBER OF

ERROR-FREE PACKETS AFTER TRANSMITTING 106 PACKETS
IS NOT ENOUGH TO COMPUTE THE FAR RELIABLY.

THE SYMBOL 〈10−5〉 MEANS FAR < 10−5

false alarm rate (FAR) and misdetection rate (MDR) in [22].
The FAR is the number of false alarms divided by the num-
ber of correct packets, whereas, the MDR is the number of
misdetections divided by the number of erroneous packets.
Table VI and VII show the FAR and MDR, respectively, for
eBCH TPCs for different Eb/N0 values in Rayleigh fading
channels. Eb is the average energy per bit and N0 is the noise
power spectral density.

Table VI shows that the FAR rate decreases as the channel
SNR increases. A false alarm happens when the information
bits are correct but the parity bits related to error detec-
tion are in error. Therefore, when the channel SNR increases
the probability of having an error in the parity bits but not
in the information bits reduces and the FAR subsequently
decreases. The table also shows that 16-bit CRC error detec-
tion has lower FAR than (32, 26, 4)2 TPC self-detection
because the number of parity bits of the TPCs is larger
and hence the probability of error within these bits is larger
as well.

Typically, a high number of false alarms decreases the
system throughput since correct packets may be rejected.
However, for TPCs self-detection when the FAR is rela-
tively high the probability of having correct packets is low.
Hence, FAR of TPCs self-detection has negligible effect
on the system throughput. On the contrary, TPCs self-
detection eliminates the additional CRC bits and subsequently
improves the system performance not only in terms of through-
put, but also in terms of complexity, delay and energy
consumption.

Table VII shows that for (32, 26, 4)2, the MDR of TPC
self-detection is smaller than CRC detection at low SNR val-
ues. The MDR of TPCs self-detection deteriorates as the TPC
codeword size is reduced. Small TPCs codewords have less
number of component codes involved in TPCs self-detection
as compared to larger TPCs codewords. Therefore, the joint
error detection capability of these component codes decreases
when smaller TPCs codewords are used. The MDR of TPCs
self-detection is smaller than 16-bit CRC code for all SNR
values when large TPCs are used such as (128, 120, 4)2 [22].

TABLE VII
MISDETECTION RATE OF TPCS SELF-DETECTION VERSUS 16-BIT CRC
DETECTION IN RAYLEIGH FADING CHANNELS WHEN SISO DECODING

IS USED. THE HYPHEN ‘–’ MEANS THAT THE NUMBER OF

ERRONEOUS PACKETS AFTER TRANSMITTING 106

PACKETS IS NOT ENOUGH TO COMPUTE THE

MDR RELIABLY. THE SYMBOL

〈10−5〉 MEANS MDR < 10−5

Moreover, for small TPC codeword sizes, we observe
that the MDR of TPCs self-detection increases as the SNR
increases. At low SNR values, the number of errors in the
decoded TPCs is high with various patterns; therefore, the
probability of having undetected errors in all component code-
words is small. As the channel SNR increases, the number of
errors decreases; however, the errors tend to have closed chain
patterns. These types of errors are likely to be misdetected in
all affected component codewords if the error pattern is larger
than their individual error detection capability. Hence, the
TPCs misdetection probability increases. However, it should
be noted that at high SNR the probability of having an erro-
neous packet is low which alleviates the effect of high MDR
on the system throughput. On the other hand, the MDR of
CRC detection is almost constant and matches the theoretical
approximation 2−16 ≈ 1.53 × 10−5.

The performance of TPCs self-detection in terms of MDR
and FAR using PEC is studied in [108]. Fig. 9 shows that
PEC and SEC methods provide similar FAR performances.
Moreover, Fig. 10 shows that SEC has a better MDR per-
formance than PEC-based self-detection. However, the PEC
method has lower computational complexity than SEC as
illustrated in Section IV-C.

V. TPCS-BASED HYBRID AUTOMATIC

REPEAT REQUEST (TPCS-HARQ)

This section discusses adopting TPCs for joint bit error
correction and packet error detection in HARQ systems, and
compares the throughput and complexity of TPC-based HARQ
to conventional HARQ systems.

Most modern communication systems such as LTE [109]
and WiMAX [110] employ a combination of FEC and ARQ
to provide the required QoS for various applications. When
ARQ is combined with FEC codes, the composite system is
commonly referred to as hybrid ARQ (HARQ). In conven-
tional HARQ systems, the error correction is performed in
two phases. In the first phase, the FEC codes are applied to
correct the bit errors in the received packets. In the second
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Fig. 9. False alarm rate of SEC-based and PEC-based self-detection.

Fig. 10. Misdetection rate of SEC-based and PEC-based self-detection.

phase, the receiver verifies if the FEC process was success-
ful, and then sends a message to the transmitter to retransmit
the packet if the FEC process was unsuccessful; otherwise,
the message informs the transmitter to send a new packet. In
general, most of the work reported in the literature performs
the bit error correction and packet error detection (PED) as
two independent processes where the FEC is implemented at
the Physical Layer (PHY) while the packet error detection is
performed at the Data Link Control (DLC) layer [51], [111].

Fig. 11. Simulated relative complexity of TPCs PEC and SEC with respect to
16-bit CRC 8005 for HARQ with maximum number of allowed transmission
rounds L = 4.

A. CRC-Free HARQ Using TPCs

TPCs error self-detection can be used to provide CRC-free
PED to enhance the performance of HARQ systems in terms
of complexity and throughput [22], [108], [112]. Complexity
analysis of TPCs self-detection using SEC and PEC meth-
ods in Section IV-C demonstrates that a significant complexity
reduction can be achieved using the CRC-free PED. Fig. 11
shows the relative complexity of TPCs self-detection schemes
computed with respect to 16-bit CRC 8005 for a range of
SNR values. The PEC method has the lowest complexity as
compared to the SEC and CRC-based detection. The rela-
tive complexity of both SEC and PEC decreases as the SNR
decreases. That is because the number of bit errors becomes
higher at low SNR and an error is more likely to be detected
at the beginning of the TPC codeword. The figure also shows
that the relative complexity decreases as the codeword size
increases.

The results are obtained from simulating an HARQ sys-
tem with different eBCH product codes. The coded bits are
modulated using BPSK and transmitted over independent and
identically distributed (iid) Rayleigh fading with AWGN. The
maximum number of ARQ rounds per packet is L = 4.
The TPC decoder is configured to perform a maximum of

max = 4 iterations. Moreover, the number of reliability bits
for the Chase-II algorithm is set to p = 4 in the SISO decoder.

In addition to the complexity reduction, the TPCs self-
detection systems offer throughput enhancement because the
CRC bits can be replaced by information bits or FEC bits to
support the error correction process. It is worth noting that
the throughput enhancement is more apparent for short TPCs
where the number of CRC bits is non-negligible compared
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Fig. 12. Throughput of HARQ using PEC, SEC and 16-bit CRC with equal
numbers of redundant bits.

to the codeword size. The transmission efficiency or through-
put η, is defined as the ratio of the number of information
bits received successfully to the total number of transmitted
bits [113, p. 461]. Assuming each transmitted packet is a TPC
codeword, η is given by

η = 1

E{ρ}
κ

N
(1 − PU) (8)

where E{ρ} is the expected value of the number of trans-
missions per packet; κ

N is the code rate and PU is the
packet uncorrected error rate. It should be noted that a
packet is considered to contain an uncorrected error if the
first L transmission rounds fail, or if the packet contains an
undetected error.

In practical HARQ systems, the error detection mechanism
is not perfect where some correct packets are falsely rejected
and some erroneous packets are misdetected. False rejections
increase the number of retransmissions which degrades the
system throughput. On the other hand, misdetections reduce
the number of retransmissions and may cause throughput
inflation if they are not accounted for when measuring or
computing the throughput.

Fig. 12 compares the throughput of the CRC-based and
CRC-free HARQ using equal code rates in all systems. In
CRC systems, the redundant bits are composed of the CRC
bits and the parity bits added by the TPC encoder. Therefore, to
obtain equal code rates in CRC-based and CRC-free systems,
the number of TPC parity bits should be reduced (punctured)
by the number of CRC bit multiplied by the inverse of the
code rate. The simulated throughput using equal code rates is
depicted in Fig. 12 for relatively long TPCs. As it can be noted
from the figure, SEC provides the highest throughput. PEC-
HARQ provides higher throughput than CRC-based systems.

Fig. 13. Throughput of HARQ using PEC, SEC and CRC with 8 and 16 bits
for eBCH(16, 11, 4)2. All systems have equal number of redundant bits.

However, the difference becomes very small as the TPC code-
word size increases and almost vanishes at high SNRs. Such
behavior is expected because the puncturing process reduces
the error correction capability of the TPCs.

For short TPCs, the impact of the CRC bits length is more
significant, and hence, smaller numbers of CRC bits can be
employed. However, smaller number of CRC bits might result
in unreliable performance because of the limited capability of
such codes to detect the errors. Fig. 13 shows the throughput
of HARQ using PEC, SEC and CRC with 8 and 16 bits for
eBCH(16, 11, 4)2. All systems have equal number of redun-
dancy bits. As it can be noted from the figure, PEC and
SEC have similar throughput for small codeword sizes and
both have higher throughput than the CRC-based systems. The
CRC-free and CRC-based systems converge to the same value
at high SNRs. However, the puncturing process reduces the
throughput of CRC-based systems at low SNR because their
decoding process is less effective in terms of error correc-
tion. For the CRC-based systems, 8-bit CRC provides higher
throughput than 16-bit CRC. However, although not shown in
the figure, using a CRC code with less than 8 bits results in
throughput degradation due to the high misdetection rate of
the small CRC code.

B. TPCs-HARQ With Partial Retransmission

In [112], TPCs self-detection is employed to find the loca-
tion of errors in the decoded codeword. For example, after the
last column decoding process, row syndrome checking can
be used to identify which rows are in error. Hence, partial
retransmissions can be made instead of complete retransmis-
sions of the codeword as in conventional HARQ systems. The
TPCs row partial retransmission requires n additional feedback
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bits for each row. However, the performance gain in trans-
mission efficiency due to a more selective retransmission can
outweigh the negative impact of the additional feedback bits
on the throughput.

C. Energy-Efficient TPCs-HARQ

The throughput of TPCs-HARQ varies in a staircase man-
ner where it remains fixed for a wide range of SNR values
as shown in Fig. 12. This unique behavior is also observed in
other HARQ systems where capacity approaching FEC codes
and packet combining are used [114]–[120]. The staircase
behavior of the throughput implies that the transmit power
can be controlled to minimize the total transmit energy while
maintaining the throughput unchanged. In [120] and [121], it
is shown that, for TPCs-HARQ, considerable power saving
of up to 80% can be achieved without sacrificing the system
throughput performance.

In addition, hardware performance analysis in [106] reveals
that combining Hamming product codes with HARQ can result
in 50% energy saving compared to other error control schemes.

D. Adaptive TPCs-HARQ

The throughput performance of adaptive TPCs-HARQ with
iterative hard and soft decision decoding is considered in [51].
Monte Carlo simulation and semi-analytical solutions are used
to evaluate the throughput of TPCs-HARQ for a wide selection
of product codes. The obtained results reveal that the coding
gain advantage of SISO over HIHO decoding is reduced sig-
nificantly when the throughput is adopted as the performance
metric, and it actually vanishes completely for some codes.
When adaptive coding is used, the soft decoding advantage is
limited to about 1.4 dB.

As discussed in Section III-C, TPCs SISO decoding requires
considerable computational power compared to HIHO. The
computational complexity constraint of TPCs becomes even
more severe for systems that employ ARQ protocol because
particular packets have to be retransmitted, and hence decoded
several times.

In the literature, several techniques have been proposed
to reduce the TPCs decoders complexity by improving the
BER performance of the HIHO decoders [46], [70], [91].
Although such techniques managed to reduce the BER gap
between SISO and HIHO decoders, the SISO BER remains
considerably smaller. For example, the SISO eBCH(32, 21, 6)2

and eBCH(64, 51, 6)2 have a coding gain advantage of more
than 2 dB over the HIHO ones in AWGN channels. The gap
becomes larger with higher code rates as in the case of the
eBCH(32, 26, 4)2 and eBCH(128, 120, 4)2, where the coding
gain difference surges to about 4 dB [46]. Consequently, the
low complexity might not be sufficient to justify adopting
HIHO decoding for practical systems due to the high coding
gain penalty.

In general, most of the work considered in the literature
aimed at minimizing the computational complexity under fixed
BER constraint [46], [75]. However, the BER is not necessar-
ily sufficient to describe the QoS for systems that incorporate

Fig. 14. Throughput of TPC-HARQ with packet combining for (128, 120, 4)2

and (128, 113, 6)2 in AWGN channels.

HARQ, where the throughput [117] or delay [122] are more
desired performance metrics.

Fig. 14 shows the throughput results for the TPCs-
HARQ with packet combining for eBCH (128, 120, 4)2 and
(128, 113, 6)2 in AWGN channels. The throughput of the
SISO and HIHO decoding for the (128, 113, 6)2 is approx-
imately equal for Eb/N0 � 5 dB, and in the range from
2 to 3 dB, which is remarkably different from the BER perfor-
mance for these codes. The (128, 120, 4)2 exhibits a similar
behavior except that it is for a smaller range of Eb/N0. This
reveals that for particular codes and SNR values, significant
complexity reduction can be achieved while providing the
same throughput performance in TPCs-HARQ systems.

VI. TURBO PRODUCT CODES CHALLENGES

AND OPEN RESEARCH ISSUES

Future research directions and open issues with regard to
turbo product codes can be outlined as follows.

• Obtaining accurate theoretical models or exact expres-
sions for the error performance of TPCs is still an open
problem. Using Monte Carlo simulation to evaluate the
performance of TPCs could be tedious, particularly for
large values of n1 ×n2 at high SNRs. Moreover, theoreti-
cal models are helpful in understanding the characteristics
of TPCs and their error correction and detection capa-
bilities. Consequently, developing analytical solutions
are indispensable for the evaluation and optimization
of TPCs. Computing the bit error probability analytically
is not feasible because TPCs error correction capabil-
ity depends on the error pattern rather than the number
of errors. Therefore, the performance of TPCs has been
studied in the literature using bounds [55], [123]–[127].



3066 IEEE COMMUNICATIONS SURVEYS & TUTORIALS, VOL. 18, NO. 4, FOURTH QUARTER 2016

However, to the best of our knowledge there are no closed
form or exact expressions for the error probabilities of
TPCs. Evaluating the throughput performance of TPCs-
HARQ using Monte Carlo simulation could be even more
tedious due to the retransmission process inherent in
HARQ systems. However, a semi-analytical solution is
proposed in [120] to obtain the throughput of HARQ sys-
tems in AWGN and iid Rayleigh fading channels from the
packet error rate in one-shot transmission.

• A comprehensive study is needed to compare the perfor-
mance of TPCs to other capacity-approaching codes such
as PCCC, LDPC codes, and polar codes [128] over dif-
ferent channel models. The comparison should consider
complexity analysis and error performance at different
code rates. In the literature, the performance of TPCs
is qualitatively compared to some codes for different
applications. For example, according to [17] and [27],
TPCs have lower decoding complexity and superior per-
formance at very high code rates compared to PCCC.
Similarly, [129] shows that TPCs have lower decod-
ing latency and better error performance at high code
rates compared to LDPC codes. Nevertheless, compre-
hensive evaluation and rigorous complexity analysis are
still required to provide a comparison with a wide range
of other competing codes.

• Improving the performance of TPCs in terms of com-
plexity, error correction and self-detection is also an
open research issue. In terms of complexity, the Chase-II
decoder which is the core of the SISO decoding process
represents the major portion of the decoder complexity.
Designing a low-complexity alternative would have a sig-
nificant impact on the overall decoder complexity. The
work reported in the literature on this aspect is limited.
A possible solution is to adjust the TPC decoder param-
eter p dynamically based on the channel SNR to provide
the desired QoS with minimum complexity. Moreover,
the TPCs row-column interleaver can be replaced by a
random interleaver to enhance the TPCs error correction
and detection of close-chain error patterns, particularly at
low code rates and small codeword sizes.

• Combining TPCs with other error control and trans-
mission techniques such as HARQ, space time block
codes (STBC), orthogonal frequency division mul-
tiplexing (OFDM) and relay systems has recently
received a lot of attention for the achieved high gains
in energy, complexity, throughput and error perfor-
mance [22], [51], [120], [130]–[132]. For example, a dis-
tributed TPC encoding is proposed in [132] where the
source transmits eBCH encoded frames to a relay. The
relay rearranges the decoded frames into rows and re-
encodes them along the columns using a soft parity
generation method. The performance of the proposed
scheme is evaluated for few source to destination SNR
values and for different positions of the relay along the
line between source and destination. The obtained results
show that the proposed scheme can outperform other
schemes such as decode and forward and non-cooperative
systems.

VII. CONCLUSION

This work presented a comprehensive study of TPCs, where
state-of-the-art encoding and decoding techniques were clas-
sified and appraised. Based on the literature surveyed, it was
noticed that TPCs are promising error correction techniques
because they possess several desirable features in terms of
error performance, flexibility of design, available code rates
and code sizes. Moreover, TPCs exhibit unique throughput per-
formance in HARQ systems which can be used effectively to
optimize the transmission power. However, TPCs can be made
more attractive if some limitations, such as SISO decoding
computational complexity, are resolved.

The main parameters that should be considered for TPCs
design and integration in communications systems are the code
rate, codeword length and number of iterations, which affect
the spectral efficiency, latency and computational complex-
ity, respectively. The impact of these parameters, except for
the number of iterations, on the error performance is not sig-
nificant for several codes of interest where the coding gain
difference between such codes is within 1 dB at BER of
10−5. The number of iterations is the key parameter that deter-
mines the decoder complexity and error performance of TPCs.
Although using four iterations is sufficient to provide most of
the achievable coding gain, the computational complexity per
iteration is considerable, and hence, the design of decoders
with adaptive number of iterations is indispensable to reduce
the decoder complexity. The spectral efficiency and latency
have to be compromised based on the system requirements.
While high spectral efficiency calls for using high code rates
and high length codewords, the latency will increase as a
consequence, and vice versa.
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