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Introduction: 

Reinforcement Learning and 

the Q-learning algorithm



Reinforcement Learning (RL)
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Challenges

• How agents derive efficient 
representations of the environment 
from high-dimensional inputs and 
use them to generalize past 
experience to new situations

• Applicability limited to domains in 
which features can be handcrafted or 
with fully observed, low-dimensional 
state spaces Source: doi: 10.1109/ICSMC.2009.5346114

Humans and other animals seem to solve this problem through a harmonious
combination of RL and hierarchical sensory processing

systems



Q-learning Algorithm
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Initialize Q-values

Update Q-values

𝑄 s, 𝑎 : = 𝑄 s, 𝑎 + 𝛼 𝑟 + γ max𝑎′𝑄 𝑠′, 𝑎′ − 𝑄 s, 𝑎

possible actions

current state

reward

discount factor next state

next action

learning factor

Learning rule:



Action-value (Q)-function
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Q-function is estimated separately for each sequence, without any
generalization. Then, it is common to use a linear function approximator to
estimate the Q-function

maximum sum of rewards 

behaviour policy π = P(a|s)



The Deep Q-network Method
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Replay Memory
Deep Neural 

Network

Parameterized 
Q-function

Inputs: complete sequences of 
actions and observations at time t. 
Finite MDP in which each 
sequence is a distinct state

Outputs: predicted Q-values of the 
individual actions for the input 
state. Q-values are computed for all 
possible actions in a given state
with only a single forward pass 
through the network



Q-function Parametrization

8

Targets depend on the network weights (not fixed before learning begins). At
each stage of optimization, the weights from the previous iteration are fixed
when optimizing the ith loss function

weights of the Q-network

approximate target values

Loss function for Q-learning 
update:



Q-network Architecture
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84×84×4 preprocessed 
image (4 most recent 

frames of RGB luminance 
channel rescaled to 

84x84)

The state 
representation is an 
input to the neural 

network

Separate output 
unit  for each valid 

action (4 to 18 
actions)

Rectifier 
nonlinearity, 

max(0, x)



Training Algorithm for DQN
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https://pytorch.org/tutorials/intermediate/reinforcement_q_learning.html



Training Algorithm for DQN (detailed)
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DQN Agent 
Components

ε-greedy policy

To break correlations 
between samples

To improve stability 
of the network
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Evaluation of DQN



Demos
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Performance of the DQN agent while playing the game
of Space Invaders. The DQN agent successfully clears
the enemy ships on the screen while the enemy ships
move down and sideways with gradually increasing
speed

Improvement in the performance of DQN over training. After
600 episodes DQN finds and exploits the optimal strategy in
this game, which is to make a tunnel around the side, and
then allow the ball to hit blocks by bouncing behind the wall.

https://static-content.springer.com/esm/art%3A10.1038%2Fnature14236/MediaObjects/41586_2015_BFnature14236_MOESM124_ESM.mov
https://static-content.springer.com/esm/art%3A10.1038%2Fnature14236/MediaObjects/41586_2015_BFnature14236_MOESM123_ESM.mov


Training Curves
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DQN vs RL Best Methods
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49 Atari 2600 
games



Effects of DQN Agent Components 
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Representations
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Two dimensional t-SNE embedding 
of the representations in the last 
hidden layer assigned by DQN to 
game states

Human play

DQN play



Hyperparameters Values
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Open Discussion


