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Abstract—Ethernet passive optical networks (EPONs) have
emerged as the one of the most promising candidates for next-gen-
eration access networks. These new architectures couple low-cost
optics with advanced edge electronics to offer vastly improved
scalability over competing digital subscriber line and cable
modem offerings. This paper proposes several novel architectural
enhancements for EPON, which will help increase the viability of
optical access over a broader range of subscriber access scenarios.
Specifically, this paper proposes a two-stage EPON architecture
that allows more end-users to share an optical line terminal link,
and enables longer access reach/distances (beyond the usual 25 km
distance). In addition, a new dynamic bandwidth allocation (DBA)
algorithm is proposed to effectively allocate bandwidths between
end users. This DBA algorithm can support differentiated services
in a network with heterogeneous traffic. We conduct detailed
simulation experiments to study the performance and validate the
effectiveness of the proposed architecture and algorithms.

Index Terms—Access network, dynamic bandwidth allocation
algorithm (DBA), Ethernet-based passive optical network (EPON),
quality-of-service (QoS), simulation and modeling.

I. INTRODUCTION

RECENTLY, there has been a dramatic increase in data
traffic, driven primarily by the explosive growth of the

Internet, as well as the proliferation of corporate virtual private
networks (VPNs) [1]. As traffic demands have grown, many
carriers have been prompted to add capacity quickly and in the
most cost-effective way possible. As result, new core optical
networks have been extensively deployed, and in particular,
the use of dense wavelength-division-multiplexing (DWDM)
technology has dramatically increased the capacity of these
networks [2], [4]. At the same time, enterprise local-area
networks (LANs) technologies have steadily scaled tributary
speeds progressively from 10 and 100 Mb/s upwards toward
multigigabit speeds, e.g., 1.0, 10 Gb/s Ethernet.

Overall, the above developments have led to a growing “ac-
cess bottleneck,” where metro/regional and backbone capacities
are vastly out-scaling last-mile bandwidths. Although access
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technologies such as digital subscriber line (DSL) and cable
modem (CM) offer affordable solutions for residential data
users, they pose fundamental distance and bandwidth limita-
tions. For example, many renditions largely limit end-users to
speeds under 10 Mb/s and distances under 5 km. Hence, these
technologies lack broader universality for business (or small
business) settings. Clearly, new and improved access solution
technologies are required. These offerings must be inexpensive,
yet still be capable of scaling to delivering bundled data, voice
and video over the same high-speed connection. Additionally,
other prime concerns are quality-of-service (QoS) guarantee
provisions, and the ability to purchase bandwidth on an as
needed basis [6].

It is here that Ethernet passive optical networks (EPONs) [6]
have emerged as the best candidate for next-generation access
networks. Propelled by rapid price declines in fiber optics and
Ethernet components [3], [5], these new EPON architectures
combine the latest in optical and electronic advances and are
poised to become the dominant means of delivering bundled
services over a single platform [3], [5]. An EPON is basically a
point-to-multipoint (1:N) optical access network with no active
elements in the signal path. The network provides two-way
operation (Fig. 1), in which traffic from an optical line ter-
minal (OLT) is sent to/from multiple optical network units
(ONUs). Namely, OLT-ONU traffic is called “downstream”
(point-to-multipoint) and meanwhile, reverse ONU-OLT direc-
tion traffic is called “upstream” (multipoint-to-point) [3]. The
latter requires contention resolution (arbitration) mechanisms to
avoid upstream transmission collision between ONU senders.

The OLT typically resides in a central office (CO) location
and connects the optical access network to the metro (back-
bone) network. Meanwhile, the ONU is usually located at or
near end-user locations and must support a wide array of ser-
vices—broadband video, voice, data, etc. In particular, various
ONU deployment possibilities exist, as per different architec-
tures such as fiber-to-the-curb (FTTC), fiber-to-the-building
(FTTB), and fiber-to-the-home (FTTH) [6]. Overall, the opera-
tional costs of these setups are minimal since no active elements
are placed in the outside fiber plant, e.g., no maintenance is
needed in the field. Moreover, by sharing the network equip-
ment among the maximum number of customers, operators can
amortize the cost of installation and operation in a much more
economical manner.

However, despite the above saliencies, the overall adoption
of EPON technologies in access networks has met with various
obstacles. As a result, notable research efforts are underway
in order to evolve more capable technical solutions at highly
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Fig. 1. EPON network architecture.

cost-effective price points. It is the purpose of this work to
address some of these issues through devising and demon-
strating several novel architectural enhancements for EPON,
which will help increase the viability of optical access over
a broader range of subscriber access scenarios. Specifically,
this paper proposes a two-stage EPON architecture that allows
more end-users to share an OLT link and enables longer access
reach/distances (beyond the usual 25 km distance). Related
dynamic bandwidth allocation (DBA) [11] algorithms are also
presented to effectively allocate bandwidth between users in
these two-stage EPON architectures. These DBA algorithms
can support differentiated services in a network with hetero-
geneous traffic. We conduct detailed simulation experiments
to study the performance and validate the effectiveness of the
proposed architecture and algorithms.

The rest of this paper is organized as follows. Section II
presents a background to motivate our work and proposes the
two-stage EPON network model. In Section III, we present
a novel bandwidth allocation algorithm with QoS support to
reduce the average packet queueing delay and packet loss. The
performances of the proposed bandwidth allocation algorithms
are studied and analyzed in Section IV, and Section V concludes
this paper.

II. OVERVIEW AND PROPOSED ARCHITECTURE

In order to properly introduce the planned architecture, it is
instructive to first consider the existing body of work in Ethernet
QoS and architectures.

A. Background and Previous Work

In general, an EPON network cannot be treated as a basic
shared medium network, i.e., one using carrier sense multiple
access with collision detection (CSMA/CD) type protocols.
At the same time, neither can an EPON network be treated as
a point-to-point network. Instead, it is a combination of both
types. For example, consider upstream ONU-OLT communi-
cations. Here, due to large propagation delays across EPON
infrastructures (which can easily exceed 20 km), the effec-
tiveness of regular CSMA/CD protocols is greatly reduced.
Instead, these protocols are more suited for local-area network

(LAN) domains, where links are short and traffic predomi-
nantly comprises “best-effort” data. Since EPON access [6]
must support much more stringent service requirements (QoS),
related architectures must provide strict guarantees on such as
packet delay and jitter performance. In order to accommodate
diverse traffic types and to achieve bandwidth sharing and flow
isolation, clearly efficient bandwidth allocation algorithms
must be developed.

To date, many researchers [5]–[11] have surmised that time-
sharing protocols represent the best method of optical channel
sharing in optical access networks, i.e., time-division multiple
access (TDMA). This approach allows the ONUs to share a
single upstream wavelength in which the OLT allocates times-
lots to each ONU to transmit its backlogged traffic. Overall,
this yields a very cost-effective solution, and Fig. 1 illustrates
time-shared data flow in an EPON. Time-sharing techniques can
either be static or dynamic. In the former, each ONU is allocated
a fixed timeslot to transmit data. Although this is a rather simple
approach, its implementation is not contingent with EPON’s re-
quirements, e.g., QoS support, OLT link efficiency. Therefore,
more effective and dynamic schemes will be needed in order to
successfully implement service guarantees in the next genera-
tion access networks.

Along these lines, [9] presents a simple algorithm for dy-
namic bandwidth allocation based upon a time interleaving
method, i.e., the interleaved polling scheme with an adap-
tive cycle time (IPACT) scheme. Here, an in-band signaling
approach is used to allow the use of a single wavelength for
both downstream data and grant transmission. Meanwhile,
in [8], the authors studied EPON performance with a static
bandwidth-assignment algorithm. Subsequently, a large body
of work has defined various adaptive DBA schemes in order
to boost OLT link efficiency and inter-ONU fairness, see [8],
[11] and related references. Here, notable examples include the
limited, gated, linear credit, and elastic allocation schemes.
However, in all of the above-mentioned studies, the authors
treat all traffic as belonged to a single class/type of service,
i.e., no specific considerations made for differing service types
at an ONU. This issue is addressed in [7] and [13], where the
bandwidth allocation algorithms are augmented to support
QoS in a differentiated services framework. To alleviate the
light-load penalty, ONU nodes are partitioned into two groups,
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Fig. 2. P-EPON network architecture.

underloaded and overloaded. Here, the grants for underloaded
group are issued before every ONU reports to the OLT, thereby
the intertransmission time of an underloaded ONU is reduced,
see DBA2 scheme in [7] for details. Another theoretical con-
tribution on the fairness issue in EPON is given by the FQSE
protocol introduced in [14]. FQSE extends sibling fair in one
ONU to cousin fair at the global level. This protocol also
provides a generalized approach to offer fairness guarantee for
arbitrary levels of hierarchical structure. Jitter performance in
EPON networks is studied in [15]. Here, a transmission cycle is
divided into two subcycles, i.e., EF subcycle and AF subcycle.
Though the scheduling frame size is not fixed, by protecting
EF service in a separate subcycle, its jitter performance is
considerably improved.

B. Proposed Architecture

Let us consider the actual practical deployment of EPON
technologies. In order to increase the technology’s universal ap-
peal, ideally, network designers want solutions that are capable
of achieving high penetration within the access loop. Namely,
this implies the ability to serve a wide range of end-user types,
both high-bandwidth users, and lower-to-moderate bandwidth
users. However, field trial studies have shown PON to be costly,
particularly, for the latter types of users. Hence, there is a cru-
cial need to adapt the EPON framework in order to boost its
appeal across a wider end-user based. In this paper, we present
a cascaded two-stage EPON architecture which adds another in-
termediate level of ONU nodes to the network, termed sub-OLT,
as shown in Fig. 2. Hereafter, we refer to this architecture as pen-
etrated-EPON (P-EPON). The introduction of sub-OLT node is

Fig. 3. Illustration of sub-OLT functionalities.

to offer the possibility of further dividing the capacity of one
ONU amongst multiple lower level bandwidth users, via an even
branched PON setup. Therefore, the sub-OLT node functions in
a hybridized manner and should assemble the functionalities of
a pair of back-to-back connected ONU and OLT nodes, as illus-
trated in Fig. 3.

Overall, there are several major motivations for deploying a
two-stage P-EPON architecture. First, these architectures will
allow more end-users (ONU nodes) to share the uplink OLT
bandwidth, without incurring extra overhead for switch-over be-
tween users. Currently, due to limited power budget in prac-
tice only 4–64 ONU nodes can share an OLT link, which typi-
cally runs at 1.0 Gb/s capacity. This yields more than 10 Mb/s
per user for FTTH deployment. Going forward, it may be very
likely that many EPON users will still require much less band-
width, e.g., 5 Mb/s range. In these cases, the use of a two-stage
architecture will allow network operators to further segment
OLT capacity amongst more slower speed end-users, yet still
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Fig. 4. Illustrative example.

expand their PON footprint/user-base. More importantly, a di-
verse range of end-user speeds can be supported by a single tech-
nology—namely, EPON.

Second, a two-stage EPON architecture will enable longer
access reach/distances, since the use of intermediate sub-OLT
nodes (Fig. 2) effectively adds another level of electrical re-
generation. This will allow operators to extend EPON service
offerings beyond the usual 25 km distance, and further service
footprint growth. Third, the addition of an extra stage will help
reduce OLT hardware complexity significantly. Namely, inter-
mediate sub-OLT nodes can subsume key bandwidth allocation
(QoS support) functionalities for downstream ONU nodes,
reducing signaling loads, and information state requirements
at the head-end OLT. As such, network designers can even
consider hybrid-rate EPON setups, in which the OLT can run
at higher speeds (e.g., 10 Gb/s) and host distributed sub-OLT
nodes running at slower 1.0 Gb/s speeds. Clearly, this setup
will help facilitate a very staged, and cost-effective migration
from 1.0 Gb/s to future 10 Gb/s EPON networks.

As within EPON settings, DBA algorithms will also be a
crucial necessity in P-EPON architectures. Clearly, a compre-
hensive DBA algorithm has to be developed in order to achieve
high (collision-less) throughput and efficient bandwidth sharing
among the ONUs (and intermediate sub-OLT nodes). Addition-
ally, this architecture must also support service guarantees for
multiple, different class-of-service (CoS) types. In particular,
since the P-EPON architecture introduces a second level of
ONUs (i.e., added buffering), the minimization of end-users
packet delay will be a key requirement.

III. DYNAMIC BANDWIDTH ALLOCATION WITH

QOS SUPPORT FOR IP-EPONS

In the upstream direction an EPON network acts like a shared
medium setting in which all ONU devices can potentially con-
tend while transmitting data. Ideally, at any given time only one
ONU should be allowed to occupy the medium. It is also im-
portant to state that there is no direct communication between

Fig. 5. Sub-OLT queue structure.

ONUs in an EPON-based network. As such, the OLT is the only
network element that is able to communicate with the other units
in an EPON setup. Note that in the basic EPON standard, the
new multipoint control protocol (MPCP) is used to implement
bandwidth arbitration by the OLT [12].

At the beginning of each transmission cycle, the OLT sends a
GATE message to each ONU through the downstream connec-
tion. This GATE message contains the following information:
time when the ONU should start transmission and the length
of its transmission window. Upon receiving its GATE message,
the ONU performs synchronization and updates its local param-
eters. When its local clock matches the transmission start time
sent by the OLT, the ONU starts sending information packets to
the OLT. At the end of its transmission window, the ONU sends
a REPORT message to the OLT to report its current buffer oc-
cupancy and request bandwidth for the next transmission cycle.

Upon receiving REPORT message from the ONU, the OLT
updates its report table and passes the message to the DBA
module responsible for bandwidth allocation decision. At the
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(a)

(b)

Fig. 6. (a) Intra-ONU scheduling (E-DSA1). (b) Intrasub-OLT scheduling (E-DSA1).

end of the transmission cycle and upon receiving REPORT mes-
sages from all ONUs in the network, the DBA module in the
OLT calculates the new window size for every ONU in the net-
work. Thereafter, a series of GATE messages are generated and
broadcast continuously to the ONUs by the OLT to initiate the
next transmission cycle. The MPCP only defines the mecha-
nism for the OLT to arbitrate the transmissions of its attached
ONUs and does not specify any details about the bandwidth
allocation amongst ONUs. Thus, the development of efficient
EPON scheduling algorithms (i.e., dynamic bandwidth alloca-
tion schemes) that can accommodate multiple, diverse traffic

types, e.g., voice, video, and data is critical for the deployment
of such networks.

A. Transmission Cycle Time

We denote transmission cycle time by , which is the
sum of all ONUs’ transmission time. In one transmission cycle
time every ONU must be able to transmit or/and report to the
OLT. Now clearly, if is too large, the average packet
queueing delay inside ONU nodes might increase randomly.
In other words, packets that arrive at one ONU between two
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(c)

Fig. 6. Continued: (c) Intrasub-OLT scheduling (E-DSA2).

consecutive transmissions of this ONU might experience unac-
ceptable delays. Therefore, should not be too large. We
denote the maximum transmission cycle time by .
This , however, cannot be too small. Under heavy load,
if is restricted too much, the average packet delay might
still increase unnecessarily, because more bandwidth is wasted
on frequent MPCP messaging and inter-ONU guard times,
i.e., the transmissions of two consecutive ONUs are usually
separated by a guard time . Moreover, the delay for larger
packet sizes may also increase as fragmented transmissions are
not permitted at the end of each transmission window [12].

In simple systems, static bandwidth allocation algorithms can
be used, in which each ONU is granted a fixed transmission
timeslot per transmission cycle. Namely, the ONU timeslot can
be calculated as

(1)

Where is the timeslot allocated to ONU , is the weight
of ONU according to its service level agreement (SLA), and

is the number of ONU nodes. Here, is a fixed transmis-
sion timeslot of ONU under any network traffic load and hence

is consequently fixed, too. However, assigning static ca-
pacity to ONU nodes will preclude idle capacity reuse and yields
generally lower utilizations for bursty traffic.

To mitigate the above concerns, the authors in [7] proposed
an inter-ONU DBA scheme in which ONU nodes are portioned
into two groups, underloaded and overloaded. Here, under-
loaded ONU nodes are those requesting bandwidth below their
minimum guarantee defined by the maximum transmission

cycle time , i.e., and, hence, their unused ca-
pacity is shared in a weighted manner amongst the overloaded
ONU nodes. This algorithm can be described as follows:

(2)

(3)

(4)

Where and , respectively, are the timeslot allocated to
ONU node and the minimum guaranteed timeslot (when
is offered) of this node, is the requested transmission time
of ONU node , is the total excess transmission time
saved from underloaded ONU nodes (i.e., ),
is the corresponding share of the total excess transmission time
allocated to overloaded ONU node (i.e., ), and
and are the set of overloaded and underloaded ONU nodes,
respectively.

Nevertheless, the above algorithm may still yield some
wasted (unused) bandwidth capacity. Namely, this results from
the fixed transmission cycle time of , in which the
total excess transmission time might not always be fully occu-
pied by the overloaded ONU nodes. To address this deficiency,
we modify this algorithm with a more advanced dynamic cycle
time upper bounded at as follows:

(5)

or
Otherwise

(6)
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Fig. 7. Pseudocode for E-DSA1 DBA scheduler.

Fig. 8. Pseudocode for E-DSA2 DBA scheduler.

Where denotes the total extra transmission time
requested by overloaded ONU nodes. This modified DBA
scheme essentially excludes potential overgranting to ensure
higher bandwidth utilization.

B. Sub-OLT Scheduling

Now, we further consider DBA extensions for P-EPON set-
tings. Here, the proposed two-stage model can effectively be
segmented into two sections, i.e., first, section one from the

OLT to the attached sub-OLT nodes (level 1) and second, sec-
tion two from sub-OLT nodes to the attached ONU nodes (level
2). Different bandwidth allocation algorithms, therefore, can be
applied into these two logically independent sections. The first
option for these algorithms may be to apply the above modified
DBA scheme into both sections. Thereafter, we refer to this al-
gorithm as EPON dynamic scheduling algorithm 1 (E-DSA1).
Moreover, there is also a special characteristic of P-EPON that
we can take advantage of to improve its performance. Specif-
ically, since each sub-OLT maintains a grant table to keep the
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grant information for every ONU node attached to it, the fu-
ture incoming traffic of sub-OLT nodes is predictable in a cer-
tain extent, compared with the future incoming traffic of the
ONU nodes. This fact permits a sub-OLT to prerequest some
bandwidth in its REPORT message for absent packets that will
arrive before the next transmission of this sub-OLT, i.e., those
that were reported by the ONU nodes in their last REPORT
messages. Hence, this scheme can exempt some packets that
were not reported to the OLT by the sub-OLT in E-DSA1 from
waiting at least one cycle time before being transmitted, i.e., un-
like E-DSA1.

In order to implement this algorithm, each sub-OLT must
estimate its future incoming traffic from the attached ONUs
within some reference time (described in the following para-
graph) based upon the information in its grant table. This esti-
mate must be added to the bandwidth request in the REPORT
message of the sub-OLT. Upon receiving REPORT messages
from sub-OLT nodes, the OLT will first try to satisfy the immi-
nent bandwidth requests (i.e., those bandwidth requests for the
packets that are present in the sub-OLT before transmitting the
REPORT message). Subsequently, it will try to satisfy the pre-
dicted bandwidth requests using the total available bandwidth
defined by . The overall bandwidth prediction ap-
proach in a sub-OLT is shown in Fig. 4.

To explain the bandwidth prediction approach more clearly, in
Fig. 4, we assume that the link capacity of the level-1 and level-2
sections is the same. The predicted bandwidth request (trans-
mission time) for this sub-OLT is and is the reference
time. As shown in Fig. 4, the value of can be calculated by
summing up the scheduled packet transmission time (trans-
mission window minus REPORT message transmission time)
in each selected transmission window in the grant table of the
sub-OLT. These selected transmission windows should at least
partially fall within .

If level-1 and level-2 sections run at different link capacities,
the predicted bandwidth request of the sub-OLT, i.e., can
be simply converted as follows:

(7)

where and are the link capacities of the level-1 and
level-2 sections, respectively, and and are the first and last
ONU nodes that will transmit in the reference time window

. Thereafter, we refer to this improved algorithm that takes
into consideration both imminent and predicted bandwidth
requests as EPON dynamic scheduling algorithm 2 (E-DSA2).

Previous studies [5] showed that the traffic in access and local
area networks is bursty and has a certain degree of predictability,
i.e., if we observe a long burst of data, this burst is likely to
continue for some time into the future. This makes it reason-
able to assume the transmission cycle time of the level-1
section will not change dramatically between two consecutive
transmission cycles. The reference time mentioned before,
therefore, can be estimated as equal to the current cycle time,
which is delivered by the GATE message from the OLT to the
sub-OLT nodes. Note that EPON DBA schemes require all RE-
PORT messages to be received within a frame period (one trans-
mission cycle), i.e., frame size greater than the largest round-trip

(a)

(b)

Fig. 9. (a) E-DSA1: Average packet delay. (b) E-DSA2: Average packet delay.

delay. However, since end-of-frame computation time can lead
to increased inter-frame idling, underloaded ONU GATE mes-
sages can be sent immediately to increase efficiency, see [7] for
more details. We also consider this point in E-DSA2.

C. Priority Queueing

In order to support different classes of service with varying
packet delay and delay jitter requirements, we introduce three
prioritized service classes in our P-EPON model. Namely, the
expedited forwarding (EF) class provides the highest priority
for strict delay sensitive services such as voice. Meanwhile, the
assured forwarding (AF) class provides a lower, i.e., medium,
priority level for services of nondelay sensitive nature, but still
requiring guaranteed bandwidth, e.g., video applications. Fi-
nally, the best effort (BE) class provides the lowest priority for
delay tolerable services such as web browsing, e-mail, and file
transfer. In every ONU, a separate queue is maintained for each
traffic class’s packets [7], i.e., class-based queueing (CBQ). Re-
ceived packets are first segregated and classified and then placed
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Fig. 10. Level-1 section throughput.

into their appropriate priority queues [7]. Moreover, a priority-
based scheduler is then used for scheduling packet transmis-
sions. This scheduler is now explained further.

To identify and thereby even reduce the queueing delay of
the packets traversing across both levels (i.e., packets wait in
both ONU and sub-OLT queues before getting to the OLT), we
introduce three extra queues in every P-EPON sub-OLT. These
are used to buffer and distinguish the respective traffic classes
(EF, AF, and BE) offered by ONUs from the ones offered by the
local users of this sub-OLT. Namely, each of these three extra
queues is granted a higher service priority than the queue that
buffers packets of the same service class offered by the local
users of this sub-OLT. Fig. 5 shows the queue structure of each
sub-OLT.

At the intra-ONU and intrasub-OLT level, a two-stage
queueing-based priority scheduler is applied in E-DSA1. This
scheduler is driven by the following policy: only packets that
were reported by the REPORT message of the last transmission
cycle may be transmitted in the current transmission window
according to their service priorities. This is required because
the granted transmission window cannot exceed the bandwidth
requested by the REPORT message. With this “cutoff” set
by the last REPORT message, we can prevent higher priority
queues from unreasonably monopolizing the granted transmis-
sion window, which incurs light load penalty for low priority
packets. The operation of intra-ONU and intrasub-OLT sched-
uling is illustrated in Fig. 6(a) and (b).

In E-DSA2, because of the presence of predicted bandwidth
requests at the sub-OLTs, in the last REPORT message, the
granted bandwidth for the current transmission window is not
necessarily only for the reported packets. After scheduling all of
the reported packets, the scheduler, therefore, should schedule
the unreported packets according to their service priorities. The
intrasub-OLT scheduling for E-DSA2 is illustrated in Fig. 6(c).
In addition, the pseudocodes in Figs. 7 and 8 explain these two
DBA schedulers for E-DSA1 and E-DSA2 with more details.

Moreover, E-DSA2 also provides provision to mitigate
bandwidth waste resulting from packet fragmentation. Namely,

Fig. 11. Average buffer occupancy of sub-OLT node.

Fig. 12. Probability density of packet delay from ONU nodes.

lower priority packets with smaller sizes are allowed to utilize
the residual bandwidth of the transmission window that cannot
accommodate the next higher priority packet with larger size,
see [11] for details.

IV. PERFORMANCE EVALUATION

The network model in our simulations uses a P-EPON with
one OLT, eight sub-OLT nodes, and 32 ONU nodes. Besides
its local users, each sub-OLT is connected to four ONU nodes.
The network traffic is distributed as follows: 20% from the local
users of the sub-OLT nodes and 80% from the end users of ONU
nodes. For the traffic model of variable bit rate services, previous
studies [10] showed that the actual traffic can be characterized
by self-similarity and long-range dependence (LRD). Hence,
this model is used to generate bursty traffic such as AF and BE
in our simulation and the packet sizes are uniformly distributed
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(a)

(b)

Fig. 13. (a) ONU’s average packet delay (access distance 20 km). (b) Sub-OLT
average packet delay (access distance 20 km).

between 64 and 1518 bytes. Meanwhile, for high priority ser-
vices, i.e., EF, nonbursty traffic is modeled using Poisson dis-
tributions via a fixed packet size of 70 bytes. Since the actual
traffic in access networks mainly consists of bursty streams (i.e.,
those generated by web-browsing, file transfer, video streams,
and the like), the EF proportion is limited to 20% of the total
traffic. The remaining 80% is then equally split between the AF
and BE classes, i.e., 40% for each. Details for self-similar trace
generation can be found in [16].

The link capacities of level-1 and level-2 sections are 10
and 1 Gb/s respectively. The host-slave distances of level-1
and level-2 sections are all equally set at 20 km, the typical
value for the maximum operation distance of EPON [8]. In
ITU-T Recommendation G.114, the one way transmission time
requirements states that the delay for voice traffic in access
network should be less than 1.5 ms. Here, many studies have
verified that for 1 Gb/s OLT-ONU link capacity, 2 ms maximum
transmission cycle time is an acceptable value [9], [13]. The

(a)

(b)

Fig. 14. (a) ONU’s average packet delay (access distance 10 km). (b) Sub-OLT
average packet delay (access distance 10 km).

guard time separating transmissions of two nodes (ONU or
sub-OLT) is further set to 1 s. The size of shared buffering
space at each ONU node is 10 Mbits and each sub-OLT node is
20 Mbits. To implement a DBA using MPCP control messages,
one should be aware that the buffering space for each node
must match the ingress traffic in order to avoid serious packet
loss or displacement. The occupancy policy for each buffering
space is as follows: when a higher priority packet arrives and
the available buffering space cannot accommodate it, the node
(ONU or sub-OLT) will check all the lower priority queues
beginning from the lowest one. If this packet can be accepted
by displacing some or all of the lower priority packets, it will
be accepted. For example, if an arriving AF packet can be
accepted by displacing the only five packets buffered in the BE
queue, it will be accepted. Otherwise, this AF packet will be
dropped and the five BE packets are left untouched. Finally,
the transmission delay of a packet in our simulation is defined
as the time interval between its entry into the network and
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departure from a sub-OLT node. We take into consideration the
packet propagation, transmission, queueing delay, as well as
the 96 bits interframe gap (IFG) and 64 bits preamble in front
of each Ethernet packet in the simulation.

Fig. 9(a) and (b) shows the average packet delays for the
E-DSA1 and E-DSA2 schemes (i.e., with/without predicted
ONU’s traffic, respectively). The results show that E-DSA2
outperforms E-DSA1 for all classes of traffic offered by ONU
nodes in terms of average packet delay (reduced by 20% for
most loads). Note that the slight delay reduction of EF traffic
offered by sub-OLT local users in E-DSA2, compared with
E-DSA1, results mainly from the inaccurate bandwidth pre-
diction with of the sub-OLT nodes (note the reference
time was estimated as equal to ). The reason here is that
the unreported packets from the above traffic flow always have
the first chance to access any positive offset introduced by
inaccurate predictions.

The improved packet delay performance in E-DSA2, how-
ever, is not with the cost of throughput degradation in level-1
section of P-EPON. This is verified in Fig. 10. The slightly
higher throughput of E-DSA2 (92.5%) over E-DSA1 (92%) is
raised by the mitigated packet fragmentation in E-DSA2. Addi-
tionally, since E-DSA2 exempts some packets from waiting in
the buffer of sub-OLT nodes before being forwarded to the OLT,
it also reduces the buffer occupancy in every sub-OLT node.
This certainly relieves the packet loss with a limited buffering
space. Fig. 11 gives an example of the average buffer occupancy
in a sub-OLT node, which confirms the betterment introduced
by E-DSA2.

In Fig. 12, we can see for packets offered by ONU nodes,
E-DSA2 reduces their service delay just by “shifting” the delay
distribution toward zero without introducing more severe delay
variation. As a result, the maximum packet delay is reduced
as well. For example, at full load the maximum packet delay
of 5.641, 11.0664, and 15.1363 ms, respectively, for EF, AF,
and BE services in E-DSA1 are moved to 5.2129, 9.1048, and
11.6536 ms in E-DSA2, as shown in Fig. 12.

Finally, Fig. 14(a) and (b) shows the performance of E-DSA1
and E-DSA2 for the case where level-2 section distances are
set at 10 km (Fig. 13(a) and (b) shows the performance for
the 20 km case). Again, we can see that the E-DSA2 scheme
performs well without hurting the QoS provisions for sub-OLT
local users.

V. CONCLUSION

In this paper, we reviewed the overall architectures and band-
width allocation algorithms of emerging EPON designs and
proposed a novel two-stage enhancement, penetrated-EPON
(P-EPON). This scheme utilizes an intermediate state to help
increase universality and boost distance and coverage within the
access domains. A comprehensive DBA algorithm for P-EPON
is also tabled and its throughput-delay performance studied

using simulation techniques for various realistic network set-
tings. Overall, these findings help validate the effectiveness of
the proposed architecture and its new DBA algorithms.
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