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Fig. 7. The proposed AES-GCM high-performance architecture for g% 8 (modi; gb ¥0).

block cipher for the GCM (refer to Fig. 2) and as indicated
in Table 6, the 10 rounds of the AES-128 are unrolled and
pipelined. Moreover, as seen in Table 6, we use the
proposed Algorithm 1 for the GCM and utilize the parallel
method in Fig. 5b for hash subkey exponentiations
(hardware optimized through complexity reduction meth-
ods in the previous section). Finally, as seen in this table,
we use both quadratic and subquadratic multipliers
presented in Table 5.

Fig. 7 presents the proposed architecture for the AES-
GCM for q¥ 8 parallel structures. The AES-128 pipeline
registers are shown by dashed lines in Fig. 7. As seen in this
figure, 10 clock cycles are needed for obtaining the
ciphertext. After these first 10 clock cycles, the results are
obtained after each clock cycle. According to Fig. 7, eight
parallel AES-128 structures are implemented as part of
GCTRk to provide inputs to GHASH 4. As seen in this
figure, the function GCTRk performs the AES counter
mode with the Initial Counter Blockand its one-increments
(CBi). Moreover, q¥8 increments (using INC 8 module)
and the plaintext blocks (P;) are used as the inputs. It is
assumed that the data are encrypted and the IV in the GCM
is 96 bits which is recommended for high-throughput
implementations [5].

The architecture shown in Fig. 7 assumes that the
number of blocks n is a multiple of the number of parallel
structures q and there is no additional authenticated data.
In case that n is not a multiple of g, one can append
g mod ;b zero blocks at the beginning of the blocks
for which hash is computed. This is done by adding a
masking gate along the dotted line as shown in Fig. 7.

Moreover, in this case, the counter blocks and accordingly
Pis in Fig. 7 start from the g mod &;gb p1l column, i.e.,
the first actual input block. This is similar to the method
used in [32]. We also note that in case AAD is present,
additional multiplexers are placed at the output of the
GCTR block in Fig. 7 along the dotted line so that instead
of encrypted data, the AAD is fed to the architecture. Such
a scheme which is similar to the one presented in [32],
also needs more flexibility in the counter blocks and
accordingly P;s so that only when the AAD is done, the
counter blocks provide the encrypted data. Finally, in
Fig. 7 and as the last processed block, the output of the
GCTR block in the rightmost column is masked and La.c
(number for n) is fed (using an extra multiplexer which is
not shown in Fig. 7 for the sake of brevity). AESk (Jo) and
H Y4AESk @b (see Fig. 2) can be also obtained or
precomputed in Fig. 7 (similar to [32]), the details of
which are not presented in Fig. 7.

The results of our syntheses for the AES-GCM using the
STM 65-nm CMOS technology [35] are presented in Table 7.
The architectures have been coded in VHDL as the design
entry to the Synopsys Design Vision [34]. The proposed
architectures in this paper and the ones in [27], [28], [29],
[31], and [32] have been synthesized. The syntheses are
based on the case forq ¥4 8 parallel addition-multiplications
using the bit-parallel GF &8pmultiplier presented in [52]
which has quadratic hardware complexity. For achieving
low hardware complexity for the AES-GCM, we have also
synthesized six different steps for the Karatsuba-Ofman
multipliers. As seen in Table 7, areas, power consumptions,
and maximum working frequencies are tabulated. From the












