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[1] In this work, the constitutive relationship between capillary pressure (Pc), saturation
(Sw), and fluid‐fluid interfacial area per volume (IFA) is characterized using computed
microtomography for drainage and imbibition experiments consisting of a nonaqueous
phase liquid and water. The experimentally measured relationship was compared to a
thermodynamic model that relates the area under the Pc − Sw curve to the total IFA, an, and
the capillary‐associated IFA, anw. Surfaces were fit to the experimental and modeled
Pc − Sw − an and Pc − Sw − anw data in order to characterize the relationship in three
dimensions (3D). For the experimental system, it was shown that the Pc − Sw − an
relationship does not exhibit hysteresis. The model is found to provide a reasonable
approximation of the magnitude of the 3D surfaces for an and anw, with a mean absolute
percent error of 26% and 15%, respectively. The relatively high mean absolute percent
errors are primarily the result of discrepancies observed at the wetting‐ and
nonwetting‐phase residual saturation values. Differences in the shapes of the surfaces are
noted, particularly in the curvature (arising from the addition of scanning curves and
presence of an − Sw hysteresis in the predicted results) and endpoints (particularly the
inherent nature of thermodynamic models to predict significant anw associated with
residual nonwetting‐phase saturation). Overall, the thermodynamic model is shown to be a
practical, inexpensive tool for predicting the Pc − Sw − an and Pc − Sw − anw surfaces from
Pc − Sw data.
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between capillary pressure, saturation, and interfacial area in a NAPL‐water‐glass bead system, Water Resour. Res., 46, W08512,
doi:10.1029/2009WR007786.

1. Introduction

[2] Fluid‐fluid interfacial area (IFA) plays a critical role
in many subsurface multiphase flow and transport processes.
Two distinct contributions to the total fluid‐fluid IFA, an,
have been identified in the literature. These include capillary‐
associated IFA, anw, and film‐associated IFA. Capillary‐
associated IFA includes all nonwetting interfaces in contact
with the bulk, mobile wetting‐phase and wetting‐phase
pendular rings, whereas film‐associated IFA consists of the
nonwetting‐phase in contact with the wetting‐phase films
that exist on solids of pores occupied by the nonwetting‐
phase [Gladkikh and Bryant, 2003]. Figure 1 illustrates the
fluid‐fluid interfacial area distinguished in the two‐fluid
porous media system addressed in this work. The distinction
between an and anw relies on the ability of a particular mea-
surement technique to resolve the different components of the

wetting‐phase [Bryant and Johnson, 2004], which will be
discussed further in the following paragraphs.
[3] In the past decade, a number of investigations have

focused on the characterization and validation of the
constitutive relationship between capillary pressure, Pc,
wetting‐phase saturation, Sw, and anw proposed by
Hassanizadeh and Gray [1993]. This relationship is an
extension of the traditional Pc − Sw constitutive relationship,
in which it is assumed that the macroscale variables Pc and Sw
uniquely describe the microscale physics of the system.
Although the traditional approach is useful for modeling
purposes, concerns have been raised regarding its short-
comings [e.g., Hassanizadeh and Gray, 1993; Miller et al.,
1998; Muccino et al., 1998; Gray, 2000]. Furthermore,
modeling complexities arise since hysteresis exists between
drainage and imbibition events. In an effort to better represent
the microscale physics, Hassanizadeh and Gray [1993]
expanded the functional dependence of the Pc − Sw rela-
tionship to include anw, which explicitly accounts for the
numerous fluid‐fluid interfacial configurations that may exist
for any given Sw value. In addition, Hassanizadeh and Gray
[1993] hypothesized that the inclusion of anw in the macro-
scale formulation of Pc would account for hysteresis observed
in the traditional Pc − Sw relationship (i.e., a single 3D surface
exists in Pc − Sw − anw space).
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[4] Experimental investigations focused on simulta-
neously measuring Pc, Sw, and fluid‐fluid IFA in porous
media are often difficult, expensive, and subject to limita-
tions, thus only a few have been reported in the literature
[e.g., Cheng et al., 2004; Culligan et al., 2004, 2006;
Brusseau et al., 2006; Chen and Kibbey, 2006; Chen et
al., 2007]. Cheng et al. [2004] and Chen et al. [2007]
conducted drainage and imbibition experiments (Sw values
ranging from 0.4 to 1.0) in a thin porous micromodel and
analyzed two‐dimensional (2D) images of the fluid con-
figurations within the pores to obtain anw estimates. In both
cases the maximum magnitude of the surfaces ranged from
approximately 2.0–4.5 mm−1, while exhibiting convex cur-
vature along the Sw‐axis and relatively little curvature along
the Pc‐axis (except at high Sw values where a slight convex
curvature exists). Culligan et al. [2004, 2006] used computed
microtomography (CMT) to quantify anw for air‐water and
NAPL‐water drainage and imbibition column experiments;
however, these studies focused on characterizing anw − Sw
curves and did not directly address the Pc − Sw − anw rela-
tionship. Brusseau et al. [2006] related independent mea-
surements of Pc − Sw and interfacial tracer technique (IFTT)
measurements of an for statistically similar porous media,
but did not investigate Pc − Sw − an in 3D. Chen and Kibbey
[2006] used IFTT to investigate the Pc − Sw − an relationship
in 3D; however, they only measured an during drainage.
The above literature review clearly indicates that there is a
need for further experimental studies focused on character-
izing the relationship between Pc − Sw − an and Pc − Sw −
anw, particularly for NAPL‐water systems.
[5] In lieu of experimental data, pore scale numerical

modeling techniques have proven to be a useful tool for
investigating the Pc − Sw − anw relationship. A number of
works have focused on pore network modeling, which have

resulted in a variety of characteristics for the Pc − Sw − anw
relationship [Reeves and Celia, 1996; Held and Celia, 2001;
Joekar‐Niasar et al., 2007; Helland and Skjaeveland, 2007;
Joekar‐Niasar et al., 2009]. Reeves and Celia [1996] pre-
sented a surface that exhibited notable convex curvature
along both the Sw‐ and Pc‐axis, whereas the surfaces
presented by Held and Celia [2001] and Joekar‐Niasar et
al. [2007] exhibited a slight concave curvature along the
Pc‐axis at higher Sw values. Helland and Skjaeveland
[2007] investigated the effect of mixed wet media on the
Pc − Sw − anw relationship and showed that the shape of the
surface was sensitive to contact angle hysteresis. Recently,
Joekar‐Niasar et al. [2009] successfully simulated the non-
hysteretic Pc − Sw − anw experiments reported by Chen et al.
[2007], which exhibited negligible curvature along the Pc‐
axis. Lattice‐Boltzmann simulations of the Pc − Sw − anw
relationship were also recently reported [Porter et al., 2009],
and the results showed that the modeled surface exhibited
convex curvature along the Sw‐axis, while there was negli-
gible curvature along the Pc‐axis.
[6] Thermodynamic considerations suggest that an is

proportional to the work of fluid displacement as estimated
by the area under the Pc − Sw curve [Leverett, 1941;
Morrow, 1970]. Although originally employed for predict-
ing an − Sw during nonwetting‐phase displacing wetting‐
phase (i.e., drainage), this approach has been further
developed for estimating (1) an − Sw during imbibition
[Bradford and Leij, 1997], (2) an at residual NAPL satura-
tion [Dobson et al., 2006], and (3) an for any Sw value when
the saturation history is known [Grant and Gerhard, 2007a;
Schroth et al., 2008]. While the thermodynamic method
estimates an, heuristic conversion to anw can be achieved by
employing, for example, anw/an functions from the literature
and accounting for the energy dissipation associated with
non‐reversible capillary instabilities [Grant and Gerhard,
2007a]. The Grant and Gerhard [2007a] model (hereafter,
Explicit IFA model) for predicting anw − Sw was demon-
strated to provide reasonable approximations of measured
data sets [Culligan et al., 2004, 2006] without any calibra-
tion to the data [Grant and Gerhard, 2007a]. Such models,
once validated, provide a relatively simple method to esti-
mate an and anw, and thereby avoid the expense of direct
measurement. Furthermore, the dependence of an and anw on
Pc − Sw functions, which are already embedded in multi-
phase flow simulators, can provide a straightforward and
reliable means to simulate processes that depend on IFA
(e.g., nonwetting‐phase dissolution) without resorting to
lumped mass transfer coefficients [Grant and Gerhard,
2007b]. However, rigorous validation for these models
has been limited by lack of appropriate data [Schroth et
al., 2008]. To the authors’ knowledge, thermodynamic
models have not been evaluated for their ability to predict
Pc − Sw − an or Pc − Sw − anw surfaces.
[7] The objective of this study is to directly measure Pc,

Sw, an, and anw during drainage and imbibition and compare
observations with those predicted from a thermodynamic
model. These direct measurements are used to establish
Pc − Sw − an and Pc − Sw − anw relationships. The comparison
between observations and predictions provides insight into
the value of thermodynamic models to provide reasonable
approximations of Pc − Sw − an and Pc − Sw − anw. We also
highlight aspects of CMT image analysis that distinguish
bulk wetting‐phase funicular patterns from pendular rings.

Figure 1. Illustration of the interfacial areas defined for the
two‐fluid porous system addressed in this work.
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The differentiation of these separate wetting‐phase
morphologies allows for more detailed characterization of
the experimental data and quantification of the amount of
wetting‐phase associated with each morphology.

2. Methods

2.1. NAPL‐Water Experiments

[8] The drainage and imbibition experiments presented
here were carried out at the GeoSoilEnviro Consortium for
Advanced Radiation Sources (GSECARS) bending mag-
netic beamline, Sector 13, Advanced Photon Source (APS),
Argonne National Laboratory. A detailed description of
synchrotron CMT is beyond the scope of this work; details
regarding CMT applied to similar multiphase systems can
be found in the works of Wildenschild et al. [2002, 2005],
Culligan et al. [2004, 2006], and Porter and Wildenschild
[2010, and references therein].
[9] The experiments were conducted in a glass column

(inside diameter = 7.0 mm; length = 25.0 mm) packed with
soda‐lime glass beads (r = 2.5 g/cm3). The size distribution
of the bead diameters are provided in Table 1. A semi‐
permeable, hydrophilic membrane (Nylaflo Nylon Mem-
brane, 0.2 mm) was placed at the bottom of the column to
prevent NAPL from entering the water line. The water line
was connected to a syringe pump (Gilson 402, Gilson Inc.),
which precisely controlled (± 1.0 ml) the amount of water
pumped into and out of the porous medium. A small rubber
stopper containing a NAPL outlet tube connected to a res-
ervoir was placed inside the column in contact with the top
of the porous medium. The NAPL used in this study was
Soltrol 220 (Chevron Philips, r = 0.79 g/cm3) dyed red with
Oil Red O (Sigma Aldrich) and the interfacial tension was
0.0378 N/m [Schaap et al., 2007]. The water was doped

with KI at a 1:6 mass ratio of KI:H2O, which increased the
contrast between the water and NAPL phases in the CMT
images. The pressure of each phase was measured (Validyne
P55 Differential Pressure Transducer) in the fluid lines
above and below the porous medium throughout the entire
experiment. A quasi‐static point on the Pc − Sw curve was
obtained by pumping a precise amount of water into
(imbibition) or out of (drainage) the column at a flow rate
of 0.6 ml/hr, shutting off the pump and then waiting for
15 minutes to allow for the system to equilibrate. It is ex-
pected that this equilibration time is appropriate for Sw > 0.5,
although it is known that pressure equilibrium after a satu-
ration change tends to increase with decreasing Sw [Gerhard
and Kueper, 2003]. However, it is also known that the
majority of saturation change occurs at early time [Gerhard
and Kueper, 2003] and the CMT images were visually in-
spected for fluid movement. In the few cases that fluid
movement was observed in the images, the system was
allowed to equilibrate until fluid movement was no longer
observed. Thus, it was assumed that the system was at near‐
equilibrium conditions for all Pc − Sw points. The CMT
image data consisted of scanning a 5.5 mm section in the
middle of the column at a resolution of 13 mm/voxel. The
imaged region and the experimental setup are illustrated in
Figure 2.

2.2. Image Analysis

[10] Gray‐scale CMT images require further image anal-
ysis to accurately quantify phase distributions and fluid‐
fluid IFA. The wetting‐, nonwetting‐ and solid‐phase
volume fractions were quantified via a segmentation routine
and IFA was quantified using the commercially available
image analysis software Avizo™. Details regarding our
segmentation algorithm and its validation are available in the
work of Porter and Wildenschild [2010]. The segmented
data consists of three integer values (trinary), each re-
presenting a single phase. Porosity and saturation values
were quantified by counting the voxels for each phase in the
segmented data, and the resulting porosity of the imaged
section was 0.36.

Figure 2. Illustration of the experimental column and sub‐volumes from which Sw and IFA were
measured.

Table 1. Size Distribution of Soda Lime Beads

Percent Weight Diameter (mm)

0.35 0.6
0.35 0.8
0.30 1.0–1.4
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[11] In order to distinguish between the bulk wetting‐
phase and pendular rings (see Figure 5) we used the IDL™
LABEL_REGION function to consecutively label all of the
disconnected regions of each wetting‐phase binary data set.
Technically, the wetting‐phase is fully connected via films;
however, films are not resolved at a resolution of 13 mm,
thus the wetting‐phase appears disconnected in the CMT
images. It was assumed that the regions connected to the
bottom of the imaged column section (where the water
enters and exits the section) represent bulk wetting‐phase,
whereas the remaining regions were considered to be pen-
dular rings. It is acknowledge that this criteria does not
guarantee that the identified bulk wetting‐phase is connected
to the outlet of the column; therefore, it was visually con-
firmed that the identified bulk wetting‐phase exhibited a
funicular pattern that spanned the entire length of the imaged
section in every instance. Furthermore, it was visually con-
firmed that the bulk wetting‐phase swelled between suc-
cessive imbibition points, whereas the pendular rings did not
show any significant increase in size, suggesting that the bulk
wetting‐phase was indeed connected to the outlet of the
column.
[12] The total interfacial area for the solid phase, as,

wetting‐phase, aw, and nonwetting‐phase, an, was estimated
via a generalized marching cubes algorithm in Avizo™,
which generates isosurfaces between phases based upon a
single isovalue chosen to separate one phase from the other
phases. In this analysis the trinary data was mapped into
three binary images, one for each phase, and then smoothed
with a Gaussian filter (3 × 3 × 3 kernel) prior to constructing
the isosurfaces. The isovalue for each isosurface was set to
0.5, which is half of the maximum and minimum values in
each binary data set. Estimates of anw were calculated using
the following equation [Montemagno and Ma, 1999; Dalla
et al., 2002]

anw ¼ 1

2
aw þ an � asð Þ ð1Þ

[13] Due to the relatively small size of the imaged section,
we performed a representative elementary volume (REV)
analysis for Sw, anw, an, and porosity. The REV analysis
consisted of calculating these values for volumes ranging
from approximately 6 × 10 −5 ‐ 213 mm3. Figure 3 shows

the REV analysis for the subset of Sw and anw values. The
vertical lines in Figure 3 represent the volume (128 mm3) of
the cube analyzed in section 3. The REV analysis for Sw
(Figure 3a) illustrates that Sw is essentially constant for
volumes near 128 mm3 implying that the cube is an REV.
Furthermore, no significant changes in Sw are observed due
to the presence of the column walls (213 mm3 corresponds
to the entire imaged section of the column), thus edge effects
are considered to be small. The REV analysis for anw
(Figure 3b) clearly shows that the anw values also vary little
as the volume approaches that of the cube, indicating that
the cube indeed comprises an REV for anw as well. Esti-
mates of anw for volumes larger than the analyzed cube are
not shown since the column wall introduces a fourth phase
in the interfacial area calculation. It is noted that the cube is
an REV for an and porosity; however, this is not shown.

2.3. Explicit IFA Model

[14] Grant and Gerhard [2007a] developed the Explicit
IFA model, which is an extension of the thermodynamic
model presented by Leverett [1941]. The thermodynamic
approach hypothesizes that for a given Sw value, an can be
calculated according to [Leverett, 1941]:

an Swð Þ ¼ �
Fnw Swð Þ
�nw

; Sr < Sw � 1:0 ð2Þ

where � is the porosity, snw is the interfacial tension
between the aqueous phase and the NAPL, and Fnw (Sw) is
the area under the Pc − Sw curve:

Fnw Swð Þ ¼ �
ZSw
X

Pc Swð ÞdSw ð3Þ

Here X is equal to the value of Sw when Pc = 0, and Pc(Sw) is
the capillary pressure–saturation function for drainage or
imbibition. In order to provide a model that can predict anw
for all possible Sw values and be incorporated into multi-
phase flow and transport models, the Explicit IFA model
incorporates five modifications to the basic thermodynamic
model: (1) incorporating the Gerhard and Kueper [2003]
hysteretic constitutive functions, which were validated for
NAPL migration in heterogeneous porous media by Grant
et al. [2007], (2) implementing continuity of saturation

Figure 3. REV analysis for a subset of (a) Sw and (b) anw values. The vertical lines represent the volume
of the cube that was analyzed in section 3.
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history at all saturation reversal points, (3) conversion of an
to anw using a saturation‐dependent function derived from
primary drainage data reported by Dalla et al. [2002],
(4) accounting for energy losses via an energy dissipation
factor, Ed, obtained by calibration to the data of Brusseau et
al. [2006], and (5) implementation of an anw − Sw relation-
ship for the dissolution of residual NAPL.
[15] The Explicit IFA model is summarized as [Grant and

Gerhard, 2007a]:

anw Siw
� � ¼ Y Siw

� � � Ed � � Fnw Swð Þ½ �D; I*;D*
�nw

ð4Þ

where Y is the ratio of anw/an that was obtained by cali-
bration to data reported by Dalla et al. [2002] and Sw

i is the
current Sw value. The superscripts D, I* and D* denote
primary drainage, main imbibition and all subsequent
imbibition events, and main drainage and all other drainage
events, respectively. Thus, the model is able to predict both
an and anw for any Pc − Sw curve and any saturation history.
Further details regarding equation (4) can be found in the
work of Grant and Gerhard [2007a, equations (12)–(15)].
[16] The model employs the Gerhard and Kueper [2003]

constitutive relationships, which are extensions of the
Brooks and Corey [1964] Pc − Sw relationship that account
for complex Sw history. The primary drainage curve is
defined as [Gerhard and Kueper, 2003]:

Pc ¼ PE S
���1

d
e

� �
ð5Þ

where PE is the entry (displacement) pressure defined by the
extension of the primary drainage curve to Sw = 1.0, ld is
the pore‐size distribution index associated with drainage
processes, and Se = Sw�Sr

1�Sr
is the effective wetting phase

saturation, in which Sr is the wetting phase residual satu-

ration parameter corresponding to infinite Pc. The main
imbibition curve, which results if the minimum possible Sw
was attained on primary drainage, is defined by a modified
form of the drainage curve [Gerhard and Kueper, 2003]:

Pc ¼ PT
Sw � Sr

SX*w � Sr

 !���1
i

ð6Þ

where PT is the terminal capillary pressure, li is the imbi-
bition pore‐size distribution index, and Sw

X* is the maximum
nonwetting‐phase residual Sw value. Further details (e.g., for
scanning curves) are provided by Gerhard and Kueper
[2003]. Relevant to this work, the parameters PE, PT, ld,
li, Sw

X* and Sr are best‐fit to the measured Pc − Sw data.
[17] The Explicit IFA model therefore relies only on the

independently measured Pc − Sw parameters, porosity, and
fluid‐fluid interfacial tension in order to predict an and anw
for any Sw value. Predicted anw − Sw was demonstrated by
Grant and Gerhard [2007a] to reproduce both the magni-
tude and the shape of measured anw − Sw data, including
the peak interfacial area at 0.2 < Sw < 0.3. Furthermore, the
model was found to reproduce negligible anw at Sr and the
observed hysteresis of anw − Sw [Grant and Gerhard, 2007a].
Moreover, the predicted anw values were found useful for
predicting the dissolution of pooled and residual NAPL in
heterogeneous porous media [Grant and Gerhard, 2007b].
Note that the model’s assumed relationship between anw and
Sw for the dissolution of residual NAPL is not evaluated in
this work.
[18] The method of Brusseau et al. [2006] is employed in

this work to develop experimental relationships of Pc − Sw −
anw and Pc − Sw − an. The column Pc − Sw data was best‐fit
with the Gerhard and Kueper [2003] hysteretic constitutive
relationships (i.e., modified Brooks‐Corey). These relation-
ships were then used to determine Pc for each an − Sw and
anw − Sw pair measured on the cube (Figure 2). This coupling
of the two data sets at different scales via the Sw value
assumes that (1) the cube is an REVwith respect to Pc, which
is reasonable since it was shown to be an REV for both Sw
and anw (section 2.2), and (2) that the Pc − Sw relationships
for the column and the cube are similar.

3. Results and Discussion

3.1. Capillary Pressure–Saturation Curves

[19] The drainage and imbibition Pc − Sw curves for the
column are shown in Figure 4. Excellent repeatability is
observed on drainage and imbibition cycles beyond primary
drainage; it is hypothesized that the latter is less represen-
tative of the REV because the nonwetting‐phase has not
penetrated the length of the entire column at high Sw values.
The best‐fit parameters to the data, presented in Table 2,
were therefore determined with the primary drainage values
omitted. The entry pressure and high pore size distribution
indices are in the range of values for sand with similar grain

Figure 4. Hysteretic Pc − Sw curves for the NAPL‐water‐
glass bead system. Drainage and imbibition are represented
by the open and solid symbols, respectively. The solid
line was obtained using equations (5) and (6). The lowest
Sw values (corresponding to Pc values of approximately
1900 Pa) are not shown here in order to preserve the
vertical resolution.

Table 2. Best Fit Parameters for the Modified Brooks and Corey
Regression Curves

PE PT ld li Sw
X* Sr

220 Pa 90.0 Pa 5.2 7.5 0.91 0.07
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size distributions (e.g., medium to coarse) [Brooks and
Corey, 1964; Liu et al., 1998; Oostrom and Lenhard, 1998].

3.2. Interfacial Area Estimates

[20] A few examples of the nonwetting‐ and wetting‐
phase isosurfaces used to estimate IFA are shown in
Figure 5. The isosurfaces shown represent primary drainage,
main drainage, and secondary imbibition. The wetting‐phase
isosurface for primary drainage shows the existence of
numerous pendular rings and wetting‐phase bridges at a
saturation of 0.09. Figure 5 (right) shows the portion of the
wetting‐phase isosurface associated with pendular rings and
that associated with the bulk wetting‐phase, demonstrating
that even at low saturations the wetting‐phase was relatively
well connected in funicular patterns. In fact, approximately
80% of the water at Sw = 0.09 is associated with the bulk

wetting phase. During main drainage very few pendular rings
have formed at Sw = 0.64, whereas during imbibition
numerous pendular rings are still present at Sw = 0.53.
[21] Figure 6 shows the measured an − Sw and anw − Sw

curves. Clearly, an in Figure 6a is a linear function of Sw that
tends toward the solid surface area (as = 3.75 mm−1) as Sw
decreases. The shape and magnitude of this curve is con-
sistent with other experimentally measured curves [e.g., Kim
and Rao, 1997; Anwar et al., 2000; Costanza‐Robinson et
al., 2008] for similar porous media. It is interesting to
note that virtually no hysteresis is observed in the an − Sw
curves in Figure 6a. This result is somewhat unexpected
since hysteresis is observed in Figure 6b. The shape and
magnitude of the anw − Sw curves are consistent with curves
observed in other CMT experiments [Culligan et al., 2004,
2006; Brusseau et al., 2007] and predicted by pore‐scale
numerical models [Reeves and Celia, 1996; Held and Celia,
2001; McClure et al., 2004; Joekar‐Niasar et al., 2007;
Porter et al., 2009].

3.3. Experimental Constitutive Relationship

[22] For the sake of consistency with existing publications
[Joekar‐Niasar et al., 2007, 2009; Porter et al., 2009], the
Pc − Sw − an and Pc − Sw − anw relationships were charac-
terized by fitting a bi‐quadratic polynomial to the experi-
mental data. The best‐fit Pc − Sw − an (RMSE = 0.03 mm−1)
and Pc − Sw − anw (RMSE = 0.02 mm−1) surfaces are shown
in Figure 7. The best‐fit surfaces represent only the main
branches of the Pc − Sw curves since scanning curves were
not measured. The extent to which the shape of the surfaces
would be affected by the inclusion of scanning curve data
is unknown. However, it has been shown using lattice‐
Boltzmann simulations (validated with CMT image data)
that the Pc − Sw − anw surfaces obtained with and without
scanning curves (for an air‐water system) exhibited minor
differences [Porter et al., 2009]. The Pc − Sw − an sur-
face does not exhibit curvature along the Pc‐ or Sw‐axis;
it is simply a plane bounded by the Pc and Sw values.
The Pc − Sw − anw surface exhibits some convex curva-
ture along the Pc‐axis over the entire range of Sw values.
This is consistent with the shape of the surfaces simulated
by Porter et al. [2009] and Joekar‐Niasar et al. [2007, 2009]
at high Sw values. In the experiments reported here the
drainage anw − Sw curves are higher than the imbibition
curves, whereas the lattice‐Boltzmann [Porter et al., 2009]
and pore network [Joekar‐Niasar et al., 2007] simulations

Figure 5. Examples of the isosurfaces used to calculate
anw. (left) The nonwetting‐phase (red), (middle) the
wetting‐phase (blue), and (right) both the bulk wetting‐phase
(blue‐green) and wetting‐phase pendular rings (green).

Figure 6. Experimental interfacial area curves for (a) an − Sw and (b) anw − Sw. The open symbols rep-
resent drainage, whereas the solid symbols represent imbibition.
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predict imbibition anw − Sw curves that are higher than
drainage curves. In addition, the magnitude of the surfaces
are similar to those presented by Porter et al. [2009], but
smaller (by a maximum factor of approximately 3) than those
reported by Joekar‐Niasar et al. [2007]. Note that the anw
values reported by Joekar‐Niasar et al. [2007] range over
an order of magnitude depending upon the displacement
rules and porous media configurations, thus the magnitude
differences observed between those simulations and the
data reported here are most likely due to differences in the
modeled system.
[23] An interesting observation can be made about

hysteresis in the Pc − Sw − an relationship. Based on the
fact that no hysteresis was observed in the an − Sw curves
(see Figure 6a), the scanning curves for an would all lie
on the same curve and thus fill in the surface (Figure 7a)
along the same plane, indicating that a unique surface
(i.e., one that exhibits negligible hysteresis) describes the
Pc − Sw − an relationship. This result is in contrast to IFTT
experiments reported by Chen and Kibbey [2006] in which
hysteresis was observed for successive drainage an − Sw
curves.

3.4. Explicit IFA Model Comparison

[24] Figure 8 compares the projection of an onto the
Pc − Sw plane for the experiments and Explicit IFA model

predictions, as well as the absolute error between the two
surfaces. This format is employed here in preference to the
format of Figure 7 in order to permit better visualization of
the comparison. The predicted surface was generated using
primary drainage, main imbibition, and main drainage
constitutive functions, which is consistent with the data
used to create the experimental surface. Figure 8 reveals
that the magnitude of an is quite similar between the two
surfaces, with a mean absolute error of 0.19 mm−1 (RMSE =
0.30 mm−1). The maximum absolute error (1.03 mm−1) only
occurs in a small region representing Sw of approximately 0.3
and Pc of approximately 150 Pa, while the majority of the
surface is characterized by an absolute error of less than
0.35 mm−1. In addition, an error of up to 0.86 mm−1 is
observed in the region associated with nonwetting‐phase
residual saturation. The experimental an values at the end of
imbibition are approximately 0.3 mm−1 (representing a few
large NAPL ganglia), whereas the predicted an at the end
of imbibition is approximately 1.1 mm−1 (representing
numerous, small disconnected NAPL blobs). Prediction of
a significant amount of an associated with residual NAPL
is inherent in thermodynamic‐based models [e.g., Grant
and Gerhard, 2007a; Schroth et al., 2008] due to the
significant difference in the work done on the system to
drain versus to imbibe wetting‐phase. A discrepancy is
also noted between the shapes of the two surfaces: the
experimental surface represents a flat plane in Pc − Sw

Figure 7. Best‐fit surfaces for the experimental (a) Pc − Sw − an and (b) Pc − Sw − anw data. The open
circles represent the measured data.

Figure 8. Projection of the Pc − Sw − an surface onto the Pc − Sw plane for (a) the experimental surface,
(b) the Explicit IFA model surface, and (c) the absolute error between the experimental and Explicit IFA
model surfaces.
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space, whereas the predicted surface exhibits convex cur-
vature in the Pc‐axis. This curvature is primarily due to the
fact that an values predicted by thermodynamic models are
hysteretic between drainage and imbibition events.
[25] Figure 9 compares the projection of anw onto the Pc −

Sw plane for the experiments and Explicit IFA model pre-
dictions. Once again, the data used to generate the predicted
surface includes primary drainage, main imbibition, and
main drainage. There is good correspondence between the
magnitudes of anw for the experiments and predictions. The
maximum absolute error (0.20 mm−1) occurs in a small
region at low Sw values, with a mean absolute error for the
entire surface of 0.04 mm−1 (RMSE = 0.06 mm−1). The
maximum difference at high Sw values is 0.10 mm−1 and
corresponds to discrepancies in the morphology of residual
nonwetting‐phase. There are also discrepancies between the
shape of the experimental and predicted Pc − Sw − anw
surfaces. The predicted anw surface in Figure 9b exhibits
more pronounced convex curvature along the Pc‐axis than
observed in the experimental surface. In addition, the pre-
dicted surface peaks with a maximum anw = 0.30 mm−1 at
Sw values ranging from 0.35–0.60, whereas the experimental
surface peaks with a maximum anw = 0.36 mm−1 at Sw va-
lues ranging from 0.10–0.45. The differences in the shapes
of the experimental and predicted surface can, in part, be
explained by differences in the relative magnitudes of suc-
cessive anw − Sw curves. The experiments consistently show

all drainage anw − Sw curves higher than all imbibition
curves, whereas the Explicit IFA model predicts this for
main drainage but predicts lower anw for the primary
drainage curve (due to the absence of residual non‐wetting
phase).
[26] Figure 10 highlights the influence of scanning curves

on the magnitude and shape of the predicted surface and
their affect on the comparison between the experimental and
modeled surfaces. Thus, the data used to create the surface
in Figure 10b includes primary drainage, main imbibition,
and main drainage, as well as 16 drainage and 16 imbibition
scanning curves (corresponding to turnaround Sw values at
0.05 increments across the range of 0.1 < Sw < 0.85). The
inclusion of the scanning curves affects the shape of the
surface most notably a low Pc values over the entire range of
Sw values. Figure 10c indicates that the maximum absolute
error is 0.20 mm−1 in a very small region at low Sw values;
however, over the majority of the surface the mean absolute
error is less than 0.07 mm−1. Thus, overall, the predicted
magnitude of the Pc − Sw − anw surface is very good. In fact
the mean absolute error between these two surfaces is
0.04 mm−1 (RMSE = 0.06 mm−1), the same as obtained with
the surface that did not include scanning curve data. Clearly,
the addition of the scanning curve data has caused the for-
mation of a saddle; the surface is convex along the Sw‐axis
and slightly concave along the Pc‐axis at mid‐range Sw
values. Interestingly, the shape of this predicted surface is

Figure 9. Projection of the Pc − Sw − anw surface onto the Pc − Sw plane for (a) the experimental surface,
(b) the Explicit IFA model surface without scanning curves, and (c) the absolute error between the exper-
imental and Explicit IFA model surfaces.

Figure 10. Projection of the Pc − Sw − anw surface onto the Pc − Sw plane for (a) the experimental sur-
face, (b) the Explicit IFA model surface with scanning curves, and (c) the absolute error between the
experimental and Explicit IFA model surfaces.
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similar to the pore network model surface presented by
Joekar‐Niasar et al. [2007].

4. Conclusions

[27] In this study, the Pc − Sw − an and Pc − Sw − anw
relationships were characterized using CMT imaging data
for NAPL‐water drainage and imbibition experiments, and
subsequently modeled using the Explicit IFA model [Grant
and Gerhard, 2007a]. Image analysis of the CMT data
indicated that at low Sw values the majority of the wetting‐
phase (80% or more) consisted of a few funicular paths that
spanned the length of the imaged section, whereas the re-
maining wetting‐phase consisted of numerous pendular
rings. Both the an − Sw and anw − Sw curves were consistent
with those reported in the literature. Moreover, the experi-
mental an − Sw curves indicated that hysteresis was not
observed in an.
[28] A bi‐quadratic polynomial was used to characterize

the Pc − Sw − an and Pc − Sw − anw relationships. The
resulting best‐fit experimental surfaces were similar in
magnitude and shape with those previously reported in the
literature, and specific differences were consistent with
differences in the fluid distributions. In addition, it was
shown that hysteresis in the experimental Pc − Sw − an
relationship is negligible based on the fact that the an − Sw
curves were all on the same line.
[29] Comparisons between the experiments and the

Explicit IFA model revealed that, as a whole, the model is
capable of reproducing the magnitudes of both Pc − Sw − an
and Pc − Sw − anw surfaces. The most notable differences
occurred in regions associated with the wetting‐ and non-
wetting‐phase residual saturations. Thermodynamic models
will inherently have difficulty reproducing experimental
data that exhibits values of an and anw for residual NAPL
that is less than those for primary drainage at the same Sw
values. Experimental systems for measuring Pc, Sw, an and
anw, and constitutive relationships based on those data, are
known to be less representative of REV’s at the function
extremities. In addition, there were discrepancies between
the shapes of the experimental and predicted surfaces. These
discrepancies are attributed, in part, to the primary drainage
an − Sw and anw − Sw pathway present in the model that is
unique from the main imbibition–main drainage closed
loop. It is further acknowledged that the experimental data
does not include scanning curves which may alter the shape
of the surface.
[30] Overall, the Explicit IFA predicted Pc − Sw − an and

Pc − Sw − anw results are encouraging since the model
provides a practical tool for constructing these surfaces from
any measured or estimated Pc − Sw curve. In so doing, it
provides the opportunity to avoid characterizing all soil
types and fluid pairs via expensive imaging techniques.
Further research is needed in order to define the influence of
scanning curves on the experimental surfaces, particularly to
confirm the absence of hysteresis in the surface. It is
acknowledged that additional validation of thermodynamic
models against more complex and representative systems
would be valuable. Further research is also required to
(1) determine the model validity and appropriate model
parameters across a wider range of fluid‐fluid‐porous media
systems, and (2) explore the value of thermodynamic
models to advance the simulation of interfacial area‐

dependent phenomena at the field scale, such as NAPL
source zone dissolution and NAPL‐aqueous phase reaction
kinetics (e.g., in situ chemical oxidation).
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