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 ABSTRACT 

The present work is an evaluation of forced convective heat transfer from the inclined 

windward roof of a low-rise building, with application to building-integrated 

Photovoltaic/Thermal (PV/T) systems. High resolution, 3-D, steady, Reynolds-Averaged 

Navier-Stokes (RANS) simulations were performed to predict the wind flow field near 

the roof of a building with plan dimensions of 4.2 m by 6 m, 3 m roof height and 30° roof 

slope, with the results validated by experimental data from a 1:50 scale model tested in a 

boundary layer wind tunnel. The heat transfer model was validated using the boundary 

layer correlation for a horizontal flat plate in uniform flow. The results show that the 

shear stress transport (SST) �-� turbulence closure with the low Reynolds number (Re) 

modelling grid performed best, in terms of matching both the model scale wind tunnel 

velocity profiles over the windward roof and the standard Nusselt number correlation for 

uniform flow over a flat isothermal plate. Full scale simulations with the same building 

geometry, for Re from 1.1x105 to 7.7x105 based on the wind speed at eaves height and 

the roof length, were also carried out using the model, for two roughness categories (open 

and suburban terrain). From these, correlations for the exterior convective heat transfer 

from the windward roof were developed using dimensionless parameters. An additional 

correlation was developed to incorporate the effect of incident turbulence on convective 

heat transfer from a horizontal flat plate. In conclusion, this study has provided an 

improved prediction of forced convective heat transfer from inclined windward roofs for 

use in the design and control of PV/T systems. 

Keywords: convective heat transfer, PV/T Systems, inclined roof, computational 

fluid dynamics, low Reynolds number modelling, shear stress transport �-� model 
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Chapter 1 

Introduction 

1.1 Energy scenario 

Fossil energy sources are finite, no matter how abundant they may seem. The world’s 

total energy consumption is greatly dependant on fossil fuels as 80 to 90% of the total 

energy consumption is derived from the combustion of fossil fuels (Statistical Review of 

World Energy 2009, BP). This combustion of fossil fuels also has serious drawbacks that 

have detrimental consequences, in both the short and long term. The reserves of fossil 

fuels are concentrated in a few countries of the world with important geopolitical 

implications. For all these reasons, it is important to conduct more research into the 

development and application of renewable energy sources.  

Buildings account for about 30% of the total energy consumption in Canada and 16% of 

the total energy is consumed in the residential sector, with 78% used for heating purpose 

(NRCan 2005) (Fig. 1.1). Keeping this in mind, the implication of renewable energy in 

the residential sector, especially to generate heat, is one of the outstanding challenges.  
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Figure 1.1: Residential secondary energy use by end-use of Canada (NRCan 2005) 

1.2 Solar energy 

Among all the renewable energy sources, solar energy is available everywhere in 

enormous quantities. The total solar energy received in the Earth’s atmosphere is about 

10550 EJ per day (Smil, 2006) which is 24 times greater than the Earth’s annual energy 

consumption (Department of Energy, USA; www.energy.gov). As a renewable energy, 

solar energy has the great advantage of being clean. In most cases, it does not require any 

complicated system in order to be used and it can be used at almost any scale, from wrist 

watches and calculators to supplying electricity to a neighborhood or to an entire city. It 

is also very quiet as it doesn’t require any moving parts, unlike wind and hydro power.  

Solar energy is widely available in Canada (Fig. 1.2) and is used mainly in two ways, to 

generate electricity and to generate heat. A typical Canadian home consumes yearly 

25,000 KWh of energy, whereas the solar energy incident on 40m2 of roof area is of the 

order of 50,000 KWh of energy per year for southern Canada, which is double the 

amount consumed (Athienitis, 2007).  
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Figure 1.2: Annual mean daily solar radiation across Canada (www.nrcan-rncan.gc.ca) 

1.3 BIPV/T systems 

A Building Integrated Photovoltaic/Thermal system (BIPV/T) consists of a photovoltaic 

(PV) array installed as an essential component of the building envelope (typically a 

façade or a roof). In this system, a channel is formed underneath the PV panel. A fluid 

(usually air) is circulated inside the channel which permits recovery of a significant 

portion of the incident solar radiation as the thermal energy. This thermal energy can be 

used for space heating, domestic water heating and clothes drying. On the other hand, 

recovering heat from the PV panel cools the panel, thereby improving its electricity 

generation efficiency. From Figure 1.3 it can be seen that with the decrease in the panel 

temperature, the area under the I-V curve, which represents the generated electrical  
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Figure 1.3: I-V curve for a PV module and the effect of temperature on the maximum 

power point at same irradiation level (DGS, 2005) 

power, is increasing and thereby increasing the efficiency of the panel. Thus, BIPV/T 

systems utilize solar energy to produce electricity via the PV panels as well as produce 

heat via the channel beneath the panel increasing the PV panel’s electrical efficiency. A 

BIPV/T system has several advantages over stand alone PV systems.  BIPV/T systems 

offer lower installation costs than stand alone PV systems by replacing shingles, bricks or 

external layers of curtain walls and eliminating the need for extra framing systems. 

BIPV/T systems also have the advantage of requiring less space for installation as it is a 

part of the building itself. As the electricity is generated on site where it is needed, 

electrical transmission losses are reduced. BIPV/T systems also play an aesthetic role as a 

cladding material of the building facade or roof, quite apart from electricity and heat 

generation benefits.  

In May 2006, Canadian Mortgage and Housing Corporation (CMHC) along with Natural 

Resources Canada (NRCan) launched an initiative named “EQuilibriumTM Housing” to 
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Figure 1.5: BIPV/T systems at ÉcoTerra (Eastman, Québec) (Left) and John Molson 

School of Business, Concordia University (Montréal, Québec) (Right) 

Figure 1.6 illustrates a schematic of a BIPV/T system and the terms associated with the 

energy balance of the system. In a BIPV/T system, the PV surface absorbs most of the 

incoming solar radiation, converting a small portion (usually 5 to 18% of the absorbed 

energy) to electrical energy while giving away the rest of the energy as a form of heat  

 

Figure 1.6: Schematic of a typical air-based open-loop BIPV/T system (Candanedo et al., 

2010)  

BIPV/T System BIPV/T System 
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through the convection and radiation heat transfer. A simplified energy balance equation 

for the BIPV/T system can be written as:  

∝ . = o + >q@A + >qBCD + >E@A + >EBCD                              (1.1) 

where, ∝ . represents the solar radiation absorbed by the PV panel, E is the electrical 

energy produced, >q@Ais the convective heat removed by air in the channel underneath the 

panel,  >qBCD  is the convective heat removed by the wind flowing over the panel, >E@A is 

the heat removed by the radiation heat transfer from the bottom of the panel and >EBCD is 

the radiation heat loss from the top surface of the PV panel. Experimental data taken from 

Chen (2009) and Candanedo et al. (2010) for a BIPV/T system showed that on one 

particular sunny day the peak irradiance was 961 W/m2 and the wind speed was 1.39 m/s 

at 10 m height resulting in a convective heat loss due to the wind flowing over the PV 

panel of about 50% of the absorbed solar energy by the panel when the correlation by 

Sharples and Charlesworth (1998) for the wind induced convective heat transfer 

coefficient (CHTC) was employed. However, for the same data, the energy balance of the 

system showed that about 30% of the absorbed solar energy was removed by the wind 

flowing over the PV panel.  Hence, the accurate prediction of the exterior CHTC is 

essential for developing optimized BIPV/T roof systems.  

1.4 Motivation 

During the period of 1999 to 2003, the PV market greatly increased, with over 30% per 

annum compounded growth. In Japan 70,000 roofs were equipped with photovoltaics by 

2000. Programs were implemented to install photovoltaics on 100,000 roofs in Germany 
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by 2004 and 1,000,000 roofs in USA by 2010 (Green, 2004). According to Lin and 

Carlson (2000), PV production will increase to 65 GW peak / year in year 2025 and the 

growth of the PV business will probably be dominated by building integrated applications 

rather than stand alone systems due to the aforementioned advantages of the building 

integrated systems. The main motivation behind using BIPV/T systems is the potential to 

achieve net-zero, or near net-zero houses, by producing simultaneously electricity and 

heat. A net-zero solar house is defined as a house that utilizes solar thermal and solar PV 

technologies to generate as much energy as its yearly load. These homes are designed to 

be very energy efficient and in most cases utilize passive solar building approaches to 

minimize their loads (Athienitis, 2007). Proper design of a BIPV/T system requires 

accurate energy modelling. Since the wind-induced convective heat loss over a BIPV/T 

system mounted on an inclined roof of a low rise building is about 30-50% of the 

absorbed solar energy (Chen, 2009; Candanedo et al., 2010), evaluation of the CHTC due 

to the wind flowing over the roof is of foremost importance for improving the overall 

utilization of the available solar energy.  

1.5 Objectives and scope 

The main objective of this research is to evaluate the exterior convective heat transfer on 

the inclined windward roof surface of a low-rise building with application to PV/T 

systems using a computational fluid dynamics (CFD) approach and to develop a 

generalized correlation for the CHTC considering the impact of the wind flow field and 

the building / roof geometry. The study focuses on geometry with a 30o roof slope, as this 
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is known to result in near optimal electrical and thermal efficiency for BIPV/T systems 

installed in Canada (Chen, 2009; Candanedo et al., 2010) and it is limited to 

configurations where the BIPV/T system is installed on the windward slope of the roof 

and the approaching wind is normal to the eaves. The study also aims to identify 

appropriate turbulence models that should be used to predict the CHTC for this geometry, 

where the flow is expected to remain attached, or the separated region is short.  

To this end, 3-D steady and unsteady Reynolds-Averaged Navier-Stokes (RANS) 

simulations are performed to evaluate the wind flow field near the roof of a building with 

plan dimensions of 4.2 m by 6 m, 3 m roof height and a 30° roof slope along with their 

validation using experimental data from a 1:50 scale model tested in a boundary layer 

wind tunnel. The heat transfer model is validated with the boundary layer correlation for 

a horizontal flat plate subjected to uniform approach flow. This is followed by a 

systematic parametric analysis using full scale steady RANS simulations to develop 

generalized correlations for the exterior CHTC, using dimensionless parameters. Finally, 

results are compared with those from previous full scale experiments. This research is 

performed within the Canadian Solar Buildings Research Network and the specific 

building geometry was chosen to resemble that of a full scale outdoor test-building 

located at Concordia University in Montreal Canada (Candanedo et al., 2010) with a 

roof-mounted PV/T system.  
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1.6 Organization of the thesis 

Chapter 1 has given an overview of the current energy scenario of the world, 

emphasizing the importance of using solar energy and introducing the BIPV/T system. It 

has presented the main motivation behind this work together with the research objectives 

and scope. The review of the literature is presented in Chapter 2 focusing on the current 

state-of-the art for evaluating the CHTC. The experimental setup is presented in Chapter 

3. Details of the numerical model are discussed in Chapter 4, which includes the 

description of the computational domain, grid generation technique, methodology and the 

boundary conditions used, as well as a grid independence study. Chapter 5 discusses the 

results while Chapter 6 summarizes the main findings and conclusions of this work, and 

provides recommendations for future research directions pertaining to the prediction of 

the CHTC on building exterior surfaces. Experimental uncertainty analysis and the effect 

of the presence of the cooling duct beneath the PV panel are given at the end in Appendix 

A and B, respectively. 
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Chapter 2 

Literature Review 

2.1 Introduction 

This chapter reviews the related literature on convective heat transfer due to the wind 

flowing over an external surface. The main focus is on the different methods adopted in 

previous experimental and numerical studies as well as the correlations developed to 

calculate the convective heat transfer. Background related to convective heat transfer is 

presented in Section 2.2. Sections 2.3 and 2.4 discuss the previous experimental and 

numerical studies, respectively. Section 2.5 summarizes all the correlations found in the 

previous studies, with their specifications given in a table.   

2.2 Background 

When fluid flows over a hot surface, it takes away heat through convective heat transfer. 

If the fluid motion involved in the process is induced by some external means (pump, 

blower, wind, vehicle motion, etc.), the process is generally called forced convection. If 

the fluid motion arises from external force fields, such as gravity, acting on density 
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gradients induced by the transport process itself, the process is usually called natural 

convection (Kays et al., 2005).  The amount of heat taken away from the surface can be 

measured with the help of Newton’s law of cooling which relates the amount of heat 

convected away from a unit area to the temperature difference between the surface and 

the fluid flowing over it with the help of a coefficient which is known as the convective 

heat transfer coefficient (CHTC).  

Newton’s law of cooling can also be applied in the case of a BIPV/T system. For a 

BIPV/T system the exterior CHTC (h) of the system relates the heat flux normal to the 

PV panel (qPV) to the difference between the surface temperature of the PV (TPV) and a 

reference temperature (Tref) which is generally the temperature of the outside 

environment:   

ℎ = F'G�'G − �E23                                                       (2.1) 

A wind induced CHTC for an external surface depends on the wind speed, wind 

direction, free stream turbulence intensity and integral length scale of the turbulence of 

the wind, size of the surface and surface roughness since these factors dictate the surface-

to-air temperature difference and the amount of heat convected away. Although analytical 

solutions for the CHTC exist for some simple systems, for complex systems it must be 

determined experimentally (Holman, 2002).  For uniform flow over a horizontal surface, 

correlations for CHTC in the form of dimensionless numbers derived analytically are as 

follows (Incropera et al., 2006): 
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u	 = 0.664 HIJ�.x<=�/#               Laminar }low               (2.2) 

u	 = 0.037 HIJ�.�<=�/#               Turbulent }low            (2.3) 

where 

Nusselt number, u	 =  ℎ8�4                                           (2.4) 

Reynolds number, HIJ = fR8e                                      (2.5) 

Prandtl number, <= = e�'�4                                           (2.6) 

In the above equations, L is the length of the surface in the stream-wise direction, km is 

the molecular thermal conductivity of air, ρ is the density of air, U is the free stream 

velocity, µ is the dynamic viscosity of air and CP is the specific heat of air at constant 

pressure. The underlying assumptions of Equations (2.2) and (2.3) are constant 

temperature at the plate surface, no incident turbulence, and fluid properties are constant 

throughout the flow. For Equation (2.2), 0.6 ≤ Pr ≤ 50 and for Equation (2.3), Pr ≈ 1 

and Reynolds number (Re) is not much greater than transitional.  

In contrast, the wind flow over buildings is non-uniform and highly turbulent. Hence, 

several studies have been carried out to investigate CHTC on external surfaces. Both 

experimental as well as numerical studies have been performed which will be discussed 

in the following sections. 
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2.3 Experimental studies 

Previous experimental studies on the forced CHTC considered geometries in four 

different categories: Vertical plates/facades, horizontal roofs/surfaces, isolated inclined 

flat plates and inclined roof mounted flat plates (i.e. solar collectors).  

The earliest work on a forced CHTC for a vertical plate, flush mounted in a wind tunnel, 

was performed by Jurges (1924) and was later described by McAdams (1954). This work 

by Jurges (1924) is widely quoted by various researchers. Duffie and Beckman (1991) 

later amended the correlation by Jurges (1924) based on the suggestion given by 

Watmuff et al. (1977), as the correlation may include free convection and radiation 

effects and so be overestimating the value of CHTC. A full scale experimental study was 

performed on a vertical facade of a 78 m high building by Sharples (1984) and on a flat 

plate mounted on the vertical wall of a building by Loveday and Taki (1996). In both of 

the studies, turbulence intensity was not measured. The correlation for the CHTC, 

developed by Loveday and Taki (1996), is only valid for elements within the central 

region of the wider facades of multi-storey cuboidal buildings. 

A full scale study on the flat horizontal roofs of two commercial buildings in Northern 

California was conducted by Clear et al. (2002). A correlation was developed for the 

outside convective air film coefficient (natural plus forced) as a function of surface-to-air 

temperature difference, wind speed, wind direction, roof size and surface roughness. A 

major limitation of this study was lack of sky long-wave radiation measurements. It was 

recommended that on-site meteorological measurements include horizontal sky long-
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wave irradiance whenever building envelope thermal measurements are made. The 

correlations developed are strictly valid for horizontal roofs and probably for roof tilts 

up-to 20o. Another full scale study of the external CHTC on a horizontal roof of a nine 

storey building was carried out by Shao et al. (2009) using the naphthalene sublimation 

method and compared with heat balance method. A good agreement was found between 

the CHTC obtained by the two different methods at lower wind velocities (1 to 2m/s, 

measured at 1.6m above the roof surface). However, at higher wind velocities (>2.5 m/s), 

the CHTC obtained from the naphthalene sublimation method became higher than those 

from the heat balance method. According to the authors, the differences were due to the 

low sensitivity of the heat flux meter at the higher wind speeds.  The study by Shao et al. 

(2009) gave higher CHTC values than the study by Clear et al. (2002), especially at high 

wind speeds. The reason behind this discrepancy was not explained but may be due to the 

presence of a large obstacle and extruded concrete columns close to the measurement 

location. These obstacles increased the turbulence intensity of the wind and thus a higher 

CHTC was observed. Recently Kumar and Mullick (2010) conducted a full scale 

experiment to estimate the wind-induced CHTC on a flat plate mounted on a horizontal 

roof surface of a building. Their study points out the importance of plate size in the 

derived correlation. The heat balance method was used and correlations for CHTC were 

obtained by both linear and power regression of the experimental data. After normalizing 

the data for plate length, a closer match was found with the results of Sharples and 

Charlesworth (1998) and Test et al. (1981), although the later studies were for inclined 

surfaces. However, this comparison was somewhat invalid as the correlations from the 
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previous studies were in terms of local velocity and were not normalized before making 

the comparison.  

An experimental investigation of the local CHTC for a single wall mounted cube in a 

developing turbulent channel flow was conducted by Meinders et al. (1999) for a Re 

range of 2750 < Re < 4970, based on the cube size and the bulk velocity. Large gradients 

in the distributions of the local CHTC were observed, in particular at the top and side 

faces of the cube. The specific flow structure around the cube, such as, flow separation 

and reattachment at the top and side faces of the cube caused significant differences in 

the local heat transfer. Later on, Meinders and Hanjalić (1999) performed another 

experimental study to investigate the distribution of the local surface CHTC of a cube, 

placed in a spatially periodic, in-line matrix of cubes mounted on one of the walls of a 

plane channel, along with the turbulent flow structure around the cube. Infrared 

thermography was applied to measure the cube surface temperature and thus the local 

CHTC. Only one cube was heated at a time, located within the spatially periodic matrix 

flow. The heat transfer measurements were reproduced at different cubes in separate 

experiment and the results were well within the 10% uncertainty limit. Distributions of 

the local CHTC along the mid-lines of the surfaces of the cube were reported and 

differences in the distribution pattern of the CHTC were observed in the sides and top 

faces of the cube. The periodic fluctuations caused by the vortex shedding in the wake of 

the cube were the major cause of the difference. Both studies were widely quoted for 

validation purposes in the various numerical studies (Ničeno et al., 2002; Ratnam and 

Vengadesan, 2008; Blocken et al., 2009; Defraeye et al., 2010). A wind tunnel study was 
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carried out to investigate the CHTC on a plate inclined and yawed at different angles by 

Sparrow and Tien (1977). Four different inclination angles (25o, 45o, 65o and 90o) were 

studied with three different yaw angles (0o, 22.5o and 45o). The results showed that the 

heat transfer is quite insensitive to the inclination angles, (CHTC values varies within 

5%) and yaw angles (within 4%) for the range studied. The turbulence level used in the 

test section was 0.2%, which is very low compared to the natural environment, resulting 

in low CHTC values when compared with other studies. Another wind tunnel study was 

performed to predict the CHTC on the upper surface of a rectangular model, with an 

aspect ratio of 6, at different angles of attack (0o to 50o) by Test and Lessman (1980). 

Flow separation was observed for the inclination angles lower than 20o while no 

separation was observed and flow was laminar for the inclination angles higher than 30o. 

The free stream turbulence was, again, comparatively low (2.5%). To overcome the 

limitations of the wind tunnel studies discussed above, a full scale experiment was 

performed to investigate heat transfer behaviour on the upper surface of a rectangular 

body by Test et al. (1981). The inclination angle was 40o, for which no separation was 

observed. Side attachments were used to maintain approximately two dimensional flow 

over the body. A correlation was given for the CHTC which is strictly valid for a 40o 

inclination angle. In summary, all of the studies described in this paragraph focused on 

isolated plates where the wind flow was quite different from that around solar collectors 

that are flush mounted on the roof of a building. 

Various studies on solar collectors flush mounted on the inclined roof of a low-rise 

building have been performed. Kind et al. (1983) did a wind tunnel study on an array of 
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solar collectors mounted on the 60o inclined roof of a 1:32 scale model house. The flow 

in the internal boundary layer on the model collector surfaces was found to be laminar 

but unsteady when examined by a cathode ray oscilloscope. No specific correlation was 

given and the results were shown graphically in the form of the Stanton number �LO =
�q��1 = �9�2.'E� against Re. The St varied within 30% for the different wind directions (0o, 

45o, 90o, 135o, 180o, where 0o is the windward direction) studied. Results also showed 

that the St is maximum when the wind direction is 90o and minimum when it is 135o. 

When the results were extrapolated to full scale Re they were found to be two to three 

times lower than the correlation given by Jurges (1924). Shakerin (1987) also performed 

a wind tunnel study on a single solar collector flush mounted on the roof of a model 

house with different tilt angles. Two different correlations were given for inclination 

angles, either greater or less than 40o, since a separation bubble was observed for the 

inclination angles less than 40o. Although it was claimed that the flow over the collector 

was turbulent for the inclination angles less than 40o and laminar for the inclination 

angles more than 40o, the exponents of the Re for both correlations imply that the flow 

was laminar for both cases when compared with the boundary layer correlation for flow 

over a flat plate. Full scale measurements of the CHTC from a large heated flat plate with 

an exposed heat transfer surface of 1.81 m × 0.89 m attached to a 35o pitched roof of a 

single storey building were performed by Sharples and Charlesworth (1998). The wind-

induced CHTC was correlated against the wind speed and the wind direction measured at 

1.5 m above the ridge line of the roof.  Since the correlation given here was in terms of 

local velocity, rather than as a non-dimensional parameter, it is difficult to use the 
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correlation for other plates and building geometries. The authors also concluded that the 

results are strictly applicable to the particular experimental conditions.   

Sartori (2006) compared empirical equations of the CHTC for forced air flow over flat 

surfaces, particularly over flat plate solar collectors, with the boundary layer correlation 

for the convective heat transfer over a horizontal flat plate. The comparison showed that 

the flow over flat plate solar collectors is generally turbulent. When compared with the 

results from Sharples and Charlesworth (1998), the boundary layer correlation for 

turbulent flow under predicts the CHTC values significantly. According to the author, 

this was attributed to experimental errors of ±20% reported by Sharples and Charlesworth 

(1998) due to the difficulty of making field measurements involving rapidly varying 

variables such as the wind speed and direction and incoming solar radiation. However, 

the primary reason for this discrepancy seems to be the turbulence intensity in the 

atmospheric wind which caused higher CHTC values for Sharples and Charlesworth 

(1998) when compared to the boundary layer correlation.  

All the experimental studies mentioned in the above literature have considered different 

geometries (horizontal roofs, vertical facades and isolated inclined plated) and are quite 

different from a BIPV/T roof system. The closest experimental studies, matching the 

geometry of the BIPV/T roofs, are the cases where solar collectors were flush mounted 

on the inclined roof of a house. These solar collector studies were either performed on a 

model scale in a wind tunnel, where the turbulence intensity was low and did not match 

the natural environment or at full scale where the turbulence intensity was not reported. 

Another drawback of these studies was that the correlations for the CHTC were not 
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presented using non-dimensional parameters and, thus, it is difficult to use those 

correlations for other building geometries and flow conditions.  

2.4 Numerical studies 

Previous numerical studies for evaluating the CHTC were limited to the surfaces of 

simply-shaped objects (rectangular prisms and cubes). Different turbulence models were 

employed and compared with a view to gaining a better turbulence model for predicting 

the CHTC.  

Emmel et al. (2007) performed numerical simulations to predict the CHTC at the external 

surfaces of a simply-shaped low-rise building with dimensions of 8.0 m × 6.0 m × 2.7 m. 

The Reynolds Stress Model (RSM) was employed for modelling turbulence and the wall 

function grid was used to model the near-wall region. The results obtained agreed well 

with the correlations from McAdams (1954) and Clear et al. (2003) within an error limit 

of 10%. However, Blocken et al. (2009) showed that the wall function grid overestimated 

CHTC values by up-to 60% compared to a low-Re grid. In a low-Re grid, the first grid 

point must be located inside the viscous sub-layer region of the turbulent boundary layer 

and, thus, it solves the entire turbulent boundary layer including the viscous sub-layer and 

buffer layer. On the other hand, in a wall function grid, the first grid point is located in 

the core turbulent region in the turbulent boundary layer and, hence, does not solve the 

viscous sub-layer and buffer layer.  Numerical simulations have been carried out to 

investigate heat transfer at the surfaces of a wall mounted cube immersed in a turbulent 

boundary layer by Ničeno et al. (2002), Ratnam and Vengadesan (2008), Blocken et al. 
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(2009) and Defraeye et al. (2010). The results of these studies were validated with the 

experimental results of Meinders and Hanjalić (1999) and Meinders et al. (1999). A 

Large Eddy Simulation (LES) with Spalart’s adjustment in the near wall region, which is 

also known as a Detached Eddy Simulation (DES), was performed by Ničeno et al. 

(2002). A good agreement of temperature profiles at all the surfaces of the cube was 

found with the experimental values. Mean heat transfer coefficient values on each surface 

were reported without giving a correlation for the CHTC. Ratnam and Vengadesan 

(2008) performed unsteady numerical simulations using standard �-� , low-Re �-�, non-

linear �-�, standard �-� and improved �-� turbulence models to find the appropriate two 

equation turbulence model for flow and heat transfer around a surface mounted cube. 

Their heat transfer study showed that the non linear �-�, improved �-� and standard �-� 

turbulence models agreed well with the experimentally measured temperature profiles at 

the front and back faces of the cube. At the top surface of the cube, the standard �-� 

provided the best match, when compared to the other turbulence models. Blocken et al. 

(2009) performed high resolution, 3-D, steady RANS CFD to determine the CHTC at the 

faces of the cube.  The CHTC distribution across the windward face was validated with 

the experimental results by Meinders et al. (1999) and the agreement between the 

numerical and experimental results was within 10%. It was found that the standard wall 

function overestimates the CHTC by up to 60%, and non-equilibrium wall functions up to 

30%, compared to low-Re modelling. It was also found that the CHTC is a power law 

function of the mean wind speed at every face position and that the local CHTC 

correlates better with the local turbulent energy than the local mean wind speed at 0.3 m 
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and 1 m from the face. A more detailed heat transfer study was performed on the same 

model as Blocken et al. (2009) by Defraeye et al. (2010). Discrepancies in CHTC values 

were observed at the side and top faces when compared with the experimental results. It 

was also found that the convective heat transfer is mainly dependent on the flow and heat 

transfer in the viscous sub-layer and the buffer layer; due to the low thermal conductivity 

of these layers and because the heat transfer is not related to velocity gradients but to 

turbulent fluctuations.  

2.5 Summary 

The review of the literature on CHTC modelling reveals a large variability in the reported 

correlations resulting from either the experiments (wind tunnel tests or full scale field 

measurements) or numerical studies. In a review paper, Palyvos (2008) documented the 

available correlations for calculating the thermal losses to the ambient from a building 

surface or a roof mounted solar collector. This effort will definitely help the prospective 

designers to make better use of the available correlations by giving an idea of the 

diversity of the available correlations along with the specific conditions under which they 

have been developed.  The diversity in the existing correlations is due to factors that 

include 

(1) Different plate/ building geometries (cube shaped, building with sloped roof or  

isolated inclined plate), 

(2) Different approach flow (mean velocity and turbulence intensity),  

(3) Different methods (numerical (turbulence models, grids, solvers) or experimental  
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(heat balance, naphthalene sublimation)),  

(4) Different Reynolds numbers (i.e. scale effects) and  

(5) Possibility of the CHTC not being measured accurately, or that the value contains 

heat transfer associated with other mechanisms (i.e. radiation).  

Lack of both the physical equivalence and generality of the existing wind induced CHTC 

presents a challenge for the current study. In this literature review an effort has been 

made to not only point out the diversity in the existing correlations but also the 

drawbacks of the previous studies.  There is clearly a lack of a study which focuses on the 

determination of the CHTC on an inclined roof of a low-rise building which resembles 

the BIPV/T roof system. Also, the approach flow (mean velocity and turbulence 

intensity) should be such that it resembles the natural environment.  Therefore, the 

present study is undertaken to develop a generalized correlation for the wind induced 

CHTC of the BIPV/T roof system using non-dimensional parameters that can be used for 

different roof sizes, different approach flows and different Reynolds numbers (scale 

effects). In this regard, CFD is chosen over wind tunnel and full scale measurements, 

since CFD has the advantages of providing high spatial resolution, consumes less time 

and is less expensive. However, the accuracy of CFD is an important concern and careful 

application, validation and verification are needed. Hence, the next chapter discusses the 

experimental details for the wind tunnel measurements that were undertaken to provide 

data for validating the CFD modelling. Table 2.1 summarizes all the correlations 

developed during the studies reviewed in this chapter:  
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Table 2.1 Relationships between CHTC (h) and wind velocity (V) or Reynolds number (Re) 

Authors Geometry Method Location of the velocity (V) 

measurement 

Relationship 

McAdams (1954) Vertical plate Experimental Centre of the wind tunnel h = 3.8V + 5.7 

Duffie and Beckman (1991) Vertical plate Experimental Centre of the wind tunnel h = 3.0V + 2.8 

Sharples (1984) Vertical façade of a building Experimental 

(full scale) 

1 m away from and normal to 

the facade 

h = 1.7V + 5.1 

Loveday and Taki (1996) Plate mounted on a vertical 

façade of a building 

Experimental 

(full scale) 

39 m height from the ground 

and 11m from the horizontal 

roof of the building. 

h = 2.0V + 8.91 or, h = 16.15V0.397  

Blocken et al. (2009) Windward vertical facade Numerical 10 m height 

 

h = 4.6V0.89  

Defraeye et al. (2010) Windward vertical facade Numerical 10 m height 

 

h = 5.14V0.82 

Emmel et al. (2007)  Vertical façade and 

horizontal roof 

Numerical 10 m height from the bottom of 

the domain 

h = 5.15 V0.81 (Windward vertical facade) 

h = 5.11 V0.78 (Horizontal roof)  

Clear et al. (2002)  Horizontal roof Experimental 

(full scale) 

Free stream at roof level h = AV0.8 + B (L>xc, A,B constant for 

constant temp. difference & geometry) 

h = AV0.5 + B (L<xc, A, B constant for 

constant temp. difference & geometry) 
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Shao et al. (2009) Horizontal roof Experimental 

(full scale) 

1.6 m above the roof 

 

h = 6.91V + 3.9 (for ∆T>15oC only)  

Kumar and Mullick (2010) Horizontal plate Experimental 

(full scale) 

0.15 m above the plate top 

surface 

h = (6.90 ± 0.05) + (3.87 ± 0.13) V   or,      

h = (6.63 ± 0.05) + (3.87 ± 0.13)V0.8L-0.2 ;  

V ≤ 1.12 m/s 

Sparrow and Tien (1977)       Inclined plate Experimental Free stream (h/ρCPV) Pr2/3 = 0.931 Re-1/2  

Test et al. (1981) Inclined plate Experimental 

(full scale) 

1 m above the plate h = 2.56V + 8.55 

 

Kind et al. (1983) Plate mounted on an inclined 

roof  

Experimental 

(model scale) 

14 cm above the tunnel floor h/ρVCP = f[Re] presented graphically 

 

Shakerin (1987) Plate mounted on an inclined 

roof 

Experimental 

(model scale) 

Average near model (h/ρCPV) Pr2/3 = 1.23Re-1/2       α < 40 deg 

(h/ρCPV) Pr2/3 = 0.90Re-1/2              
α ≥ 40 deg 

Sharples and Charlesworth 

(1998) 

Plate mounted on an inclined 

roof 

Experimental 

(full scale) 

1.5 m above the ridge h = 2.2V + 11.9 (0.5<V<6.7) or 

h = 9.1V0.57 
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Chapter 3 

Experimental Details 

3.1 Introduction 

This chapter presents the details of the experiment carried out for the evaluation of the 

wind flow field near the windward roof of a low rise building. Section 3.2 gives an 

overview of the wind tunnel used in the experiment. Details of the building model and the 

hot wire anemometry used in the experiment are presented in Sections 3.3 and 3.4, 

respectively. Experimental procedures are described in Section 3.5, and at the end 

Section 3.6 summarizes the chapter. 

3.2 Wind tunnel 

Experiments were conducted in the Boundary Layer Wind Tunnel II at the University of 

Western Ontario (Fig. 3.1). It is a closed circuit wind tunnel and the high speed test 

section was used for this study. This section has dimensions of 3.4 m (width) x 2.5 m 

(height) x 39 m (length) and a maximum wind speed of 100 km/hr.  
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Figure 3.1: Boundary Layer Wind Tunnel II at the University of Western Ontario 

3.3 Building model 

The building geometry was chosen to resemble that of a full scale outdoor test-building 

located at Concordia University in Montréal, Canada (Candanedo et al., 2010) with a  

 

Figure 3.2: Schematic of the building model 
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roof-mounted PV/T system. A relatively large geometric scale of 1:50 was used for the 

experiment following previous work on low-rise buildings in the same facility, Kopp et 

al. (2005). The scale model was made of Plexiglass with full scale plan dimensions of 6 

m by 4.16 m, with a maximum height of 4.2 m and 30o roof slope. A schematic of the 

building model is shown in Figure 3.2. 

3.4 Hot-wire systems 

Dantec Dynamics single and crossed hot-wire anemometry probes were used in this 

experiment (Fig. 3.3). The constant temperature anemometry (CTA) system (Fig. 3.4) 

consists of sixteen 90C10 constant temperature anemometers, three 90N10 frames, a 

90H01 portable calibration unit (Fig. 3.5) and a United Electronics Industries WIN-

10/30DS 16 channel 12 bit simultaneous sample and hold analog-to-digital board, all 

controlled by a 200 MHz Pentium II processor.  The single hot-wire was used to measure 

the wind speed over the windward roof of the building model whereas the crossed hot-

wire was employed to measure the undisturbed vertical profiles of the mean wind speed 

and the turbulence quantities at the location where the building would be located. 

                            

Figure 3.3: Single (left) and Cross (right) wire probes  
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Figure 3.4: Hot-wire anemometry system 

 

Figure 3.5: Calibration unit of the hot-wire anemometry system 

Calibration Unit 

Constant 
Temperature 
Anemometer 

Data Acquisition 
Computer 
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Figure 3.6: Probe orientation with respect to laboratory coordinate system 

The hot-wire anemometer (HWA) works on the basis of convective heat transfer from a 

heated sensor to the surrounding fluid, the heat transfer being primarily related to the 

fluid velocity. By using very fine wire sensors placed in the fluid and electronics with the 

servo-loop technique, it is possible to measure velocity fluctuations of fine scales and of 

high frequencies. The main advantages of HWA over other flow measuring techniques 

are the ease-of use; the fact that the output is an analogue voltage, which means that no 

information is lost, and very high temporal resolution. The measuring equipment 

comprises a probe with probe support and cabling, a hot-wire anemometer bridge unit, a 

signal conditioner, an A/D converter, and a computer. A traverse system was employed 

for measuring profiles of velocity and turbulence intensity. The probe was mounted with 

the wire perpendicular to the flow and its prongs parallel with the flow. The orientation of 

the probe is shown in Figure 3.6. 
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3.5 Experimental procedures 

The hot-wire system was calibrated before taking the measurements. The calibration 

procedure can be found in Blissitt (2002). Vertical profiles of the mean wind speed and 

the turbulence quantities were measured in the empty wind tunnel with the crossed wire 

anemometry. Measurements were taken at 18 points from 0.3 ZEH to 9.4 ZEH from the 

tunnel floor. Here, ZEH represents the eaves height (0.06 m). At each location, data were 

recorded for 180 s at 60 kHz, with the data low pass filtered at 30 kHz. Centre-line 

vertical profiles of mean velocity (normalized by eaves height velocity) and local 

turbulence intensity are shown in Figure 3.7 with the mean velocity fit by two log-law 

profiles (since a small internal boundary layer developed over the turntable). The first 

log-law, valid from the tunnel floor to 5.2 ZEH height, has uτ/UEH = 0.06 and a roughness 

height, z0 = 0.003 m; where uτ = frictional velocity (m/s), UEH = velocity at eaves height 

(m/s). The second log-law, valid from 5.2 ZEH to 9.4 ZEH height, has uτ/UEH = 0.11 and z0 

= 0.125 m. This experiment was performed for validation purposes and so no attempt was 

made to match a specific profile such as those in ESDU (ESDU 82026, 83045). 

Measurements of velocity profiles on the building centre-plane, normal to the windward 

roof, were taken at distances of s/S = 0, 0.2, 0.4, 0.6, 0.8 and 1 from the roof leading edge 

using single wire anemometry. Here S is the total roof length (marked as “a” - “f” in Fig. 

3.8). At positions a, b and c measurements were taken at distances of 0.03 ZEH to 0.83 

ZEH normal to the roof surface, however, at the positions d, e and f measurement at 0.03 

ZEH was not possible due to the risk of damage of the hot wire probe. Therefore at  
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Figure 3.7: Vertical profiles of incident mean velocity (U/UEH) and turbulence intensity 

(IU) 

 

Figure 3.8: Locations of velocity measurements on windward roof of the 1:50 model 
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Figure 3.9: Experimental setup at the wind tunnel 

positions d, e and f measurements were taken at 0.08 ZEH to 0.83 ZEH normal to the roof 

surface. At each location data were recorded for 180 s at 60 kHz with the data low pass 

filtered at 30 kHz. Experimental setup at the wind tunnel is shown in Figure 3.9. 

Uncertainty analysis of the experiment is presented in Appendix A.  

3.6 Summary 

Details of the experiment are presented in this chapter, including a description of the 

wind tunnel, the building model and the hot-wire anemometry measurement system. The 

normalized velocity and turbulence intensity boundary layer profiles in the empty wind 

tunnel are given, together with details of the locations of the measurements taken close to 

the windward roof of the building. The next chapter discusses the establishment of the 

CFD model of the same building geometry.  
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Chapter 4 

Numerical Method 

4.1 Introduction 

This chapter presents the CFD models developed to evaluate convective heat transfer 

from the inclined roof of a low-rise building. Details of the computational domain are 

given in Section 4.2. Section 4.3 describes the grid generation technique focusing on the 

near wall treatment. Section 4.4 presents the methodology being used for the CFD 

modelling, which includes the description of the solver, turbulence models, energy 

equations and solution parameters. Boundary conditions are stated in Section 4.5. The 

grid independence study is discussed in Section 4.6. At the end, a summary of this 

chapter is given in Section 4.7. 

4.2 Computational domain 

A 3-D computational domain (Fig. 4.1) was created according to the AIJ (Tominaga et 

al., 2008), and COST (Franke et al., 2007) guidelines. Lateral and top boundaries were 

set at 5H (H is the maximum height of the building) away from the building. This gave a  
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Figure 4.1: Computational domain 

blockage ratio of 2.08% which was smaller than the blockage ratio of 3% recommended 

by COST (Franke et al., 2007) guidelines. A distance of 5H was set between the inflow 

boundary and the building. The outflow boundary was positioned at 15H behind the 

building which allowed the flow to redevelop in the wake region. 

4.3 Grid generation 

A commercial mesh generator, GAMBIT 2.2.30 was used to generate the grid. The whole 

building was nested by a rectangular block with a volume that was 3.5 times larger than 

the volume of the house. Generating the grid in this way helped to create a finer mesh 

near the wall with a coarse mesh further away from the wall. An unstructured tetrahedral 

mesh was generated inside the rectangular block, with prismatic cells on the walls, while 

a structured hexahedral mesh was used for the rest of the domain. According to COST 
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(Franke et al., 2007) guidelines a combined prismatic/tetrahedral grid provides improved 

results compared to a purely tetrahedral grid. Within the rectangular block that was 

created around the building, an unstructured mesh was used in a small volume so that the 

number of unstructured cells remained very low. In addition to this, the total number of 

cells was reduced, which increased the computational efficiency.   

4.3.1 Near-wall treatment 

Creating the grid near the wall depends on how the flow parameters are to be modelled in 

the near-wall region. There are two approaches for modelling the near-wall region. In the 

first approach a semi-empirical “wall function” (WF) is used where the viscosity-affected 

inner region is not resolved. In the other approach known as a Low Reynolds Number 

Modelling (LRNM) approach, the viscosity-affected region is resolved through to the 

wall including the viscous sub-layer. LRNM requires very high grid resolution near the 

wall compared to the wall function approach and so is computationally expensive. A 

schematic illustration of the wall function and LRNM grid approach is shown in Figure 

4.2.  More details can be found in Versteeg and Malalasekera, 1995. 

 

 

 

Figure 4.2: Wall Function and LRNM Grid 
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LRNM was used in the present work, as suggested by Blocken et al. (2009). A 

dimensionless wall distance y* or y+ was used to characterize the grid resolution near the 

wall, where 

]∗ = f� �/_�'�/!]'e                                                       (4.1) 

]* = f	P]'e                                                              (4.2) 

Where, f is the density of air, �' is the turbulent kinetic energy at point P (Fig. 4.2). An 

appropriate LRNM grid will have y* < 5 (Blocken et al. 2009). On the surfaces of the 

building model a viscous boundary layer with 10 grid layers was generated with the first 

grid point being at a height of 48µm for the model scale and 200µm for the full scale, to 

give the required y* values (Fig. 4.4). In Figure 4.4, RANS is the Reynolds Averaged 

Navier-Stokes and LES is the Large Eddy Simulation turbulence models and will be 

described in the following sections since obtaining the required y* values is an iterative 

process. A growth factor of 1.2 was used to generate the viscous sub-layer since a 

maximum expansion ratio of 1.2 between two consecutive cells is recommended by 

COST (Franke et al., 2007) guidelines. The generated grid for the full scale simulations is 

shown in Figure 4.3.  
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(a)   

 (b)          

 

 

 

 

 

(c)                                       (d)  

Figure 4.3: (a) Grid distribution on the entire domain; (b) Grid at the vertical mid-plane 

of the domain; (c) Grid at the vertical mid-plane near the building surfaces; (d) Grid on 

the building model and bottom of the domain 
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Figure 4.4: Wall y* on the entire windward roof  

4.4 Methodology  

4.4.1 Solver 

The commercial CFD package FLUENT 6.3.26, which uses the finite volume technique, 

was used to solve the equations with double precision. FLUENT offers two types of 

solvers; pressure based and density based. The pressure based solver was used in this 

study as this was developed for low-speed incompressible flows, whereas the density 

based solver was mainly developed for high speed compressible flows. The pressure-

based solver employs an algorithm which belongs to a general class of methods called the 

projection method (Chorin, 1968). In the projection method the constraint of mass 

conservation (continuity) of the velocity field is achieved by solving a pressure (or 

pressure correction) equation. The pressure equation is derived from the continuity and 

the momentum equations in such a way that the velocity field, corrected by the pressure, 

satisfies the continuity. Since the governing equations are nonlinear and coupled, the 
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solution process involves iterations wherein the entire set of governing equations is 

solved repeatedly until the solution converges. 

4.4.2 Turbulence models 

Turbulence is inherently three-dimensional and time-dependent. An enormous amount of 

information is required to completely describe a turbulent flow. Turbulence consists of 

random fluctuations of various flow properties. Since these fluctuations can be of small 

scale and high frequency, they are computationally too expensive to simulate directly in 

practical engineering calculations. Instead, the instantaneous governing equations 

(conservation of mass, momentum and energy) can be time-averaged, ensemble-

averaged, or otherwise manipulated to remove the small scales, resulting in a modified 

set of equations (the RANS Equations) that are computationally less expensive to solve. 

However, the modified equations contain additional unknown variables (Re stresses and 

turbulent fluxes) and turbulence models are needed to determine these variables in terms 

of known quantities. FLUENT offers several turbulence models; Spalart-Allmaras, �-�, 

�-�, v
2
-f, Reynolds stress model (RSM), Detached eddy simulation (DES) and Large 

eddy simulation (LES) models. Some of these models also have variants. The realizable 

�-�, Shear stress transport �-� and LES models will be described here since these 

turbulence models are being employed in the present study. The realizable �-� and shear 

stress transport k-ω are chosen over the other variants of the �-� and �-� turbulence 

models since the heat transfer results predicted by these two turbulence models agreed 

well with the experimental results for the windward surface of a wall-mounted cube in 

previous studies (Blocken et al., 2009; Defraeye et al., 2010). All the transport equations 
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in the following sections are written for compressible flow. They can be easily written for 

incompressible flow by treating density as constant. 

4.4.2.1 Realizable �-� model 

The realizable �-� (R �-�) model was proposed by Shih et al. (1995) and was developed 

by adopting a new eddy viscosity formula and a new model equation for the turbulence 

dissipation rate, � into the standard �-� model by Launder and Spalding (1972). The R �-

� model has shown substantial improvements over the standard �-� model where the flow 

features include strong stream line curvature, vortices and rotation. 

Transport equations for � and � for this model are given as follows 

 ��O (f�) + ��ZN �f�	N� = ��ZN ��e + e7g$� ���ZN� + .$ + ./ − f� + L$         (4.3) 

and 

��O (f�) + ��ZN �f�	N�
= ��ZN ��e + e7g"� ���ZN� + f��L" − f�! �!� + √^� + ��" �� �#"./ + L"      (4.4) 

where 

�� = ��Z �0.43, cc + 5�                                                         (4.5) 

 c = L� ��                                                                            (4.6) 
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L� = �2LMNLMN                                                                        (4.7) 

In equations (4.3) and (4.4) , .$ represents the generation of turbulence kinetic energy 

due to the mean velocity gradients,  ./ is the generation of turbulence kinetic energy due 

to buoyancy,  �! and ��" are constants. g$ and g" are the turbulent Prandtl numbers for 

� and �, respectively. L$ and L"  are user-defined source terms. 

Turbulent viscosity, e7 is computed from the following equation which is the same as in 

other �-� models 

e7 = f� �!�                                                                (4.8) 

�   is calculated from 

� = 1�� + �� �R∗�                                                           (4.9) 

where 

 R∗ ≡  �LMNLMN + k� ¡ k� ¡                                                  (4.10) 

k� ¡ = kMN − 2�MN$�$                                                     (4.11) 

 kMN = k¢ − �MN$�$                                                       (4.12)  
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Constants �� and �� used in �  are defined as 

�� = 4.04, �� = √6 cos ∅                                           (4.13) 

where 

∅ = 13 cos¥��√6¦�                                                (4.14)  
¦ = LMNLN$L$ML§#                                                       (4.15) 

L§ = �LMNLMN                                                         (4.16) 

 LMN = 12 ¨�	N�ZM + �	M�ZN ©                                           (4.17) 

The model constants take the following values for the R �-� model 

��" = 1.44,    �! = 1.9,    g$ = 1.0,     g" = 1.2 

4.4.2.2 Shear Stress Transport �-� model 

The Shear Stress Transport �-� (SST �-�) model was developed by Menter (1994) and 

more accurately models flows with adverse pressure gradients and transonic shock waves 

than the standard �-� model by Wilcox (1998). The model consists of a blending of the 

equations, such that the SST �-� model retains the robustness and accuracy associated 

with the standard �-� model near the wall in the viscous sub-layer and logarithmic part 

of the boundary layer, while retaining the free stream independence and the more 
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accurate prediction of free stream layers obtained by the high Re version of the �-� 

model. Besides this, the SST �-� model incorporates a damped cross diffusion derivative 

term in the equation for the specific dissipation rate, �. The definition of the turbulent 

viscosity is modified to account for the transport of the turbulent shear stress and the 

modelling constants are different. 

Transport equations for � and � for this model are given as follows 

��O (f�) + ��ZM (f�	M) = ��ZN ��e + e7g$� ���ZN� + .$ − [$ + L$             (4.18) 

and 

��O (f�) + ��ZM (f�	M) = ��ZN ��e + e7g)� ���ZN� + .) − [) + () + L)       (4.19) 

In equations (4.18) and (4.19), .$ represents the generation of turbulence kinetic energy 

due to the mean velocity gradients, .) is the generation of �,  [$ and [) represent the 

dissipation of  � and � due to turbulence respectively, () represents the cross diffusion 

term. L$ and L) are user-defined source terms. g$ and  g) are the turbulent Prandtl 

numbers for  � and �, respectively, and defined as 

g$ =  1-�g$,� + 1 − -�g$,!
                                                   (4.20) 

g) =  1-�g),� + 1 − -�g),!
                                                 (4.21) 
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The turbulent viscosity for this model is computed as follows 

e7 = f��  1max « 1a∗ , L-!���¬                                          (4.22) 

The coefficient a∗ damps the turbulent viscosity causing a low-Re correction and is 

defined as 

a∗ = a
∗ a�∗ + HI7H$1 + HI7H$
®                                           (4.23) 

where  

HI7 = f�e�                                                          (4.24) 

a�∗ = bM3                                                            (4.25) 

F1 and F2 are the blending functions and are given by 

-� = tanh(j�_)                                                    (4.26) 

where 

j� = min �max ¨ √�0.09�] , 500ef]!�© , 4f�g),!()*]!�              (4.27) 

 ()* = max �2f �°±,² �) ³$³´µ ³)³´µ , 10¥���                           (4.28) 
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and   

-! = tanh(j!!)                                                (4.29) 

where    

j! = max �2 √�0.09�] , 500ef]!��                            (4.30) 

The model constants take the following values for the SST �-� model 

g$,� = 1.176        g),� = 2.0           g$,! = 1.0            g),! = 1.168  
  �� = 0.31               a
∗ = 1.0             H$ = 6.0             bM = 0.072 

4.4.2.3 Large Eddy Simulation model 

Turbulence consists of a continuous spectrum of scales ranging from largest to smallest. 

Turbulent eddies are often used to visualize a turbulent flow with a spectrum of scales. A 

turbulent eddy can be thought of as a local swirling motion whose characteristic 

dimension is the local turbulence scale. In the Large Eddy Simulation (LES) model, large 

eddies are resolved explicitly while small eddies are modelled. This is due to the fact that 

momentum, mass, energy and other passive scalars are transported mostly by large eddies 

and the large eddies are more problem dependant, being dictated by the geometry and 

boundary conditions of the flow involved. On the other hand, small eddies are less 

dependent on the geometry, tend to be more isotropic, and are consequently more 

universal such that there is a greater chance of finding a universal turbulence model to 

describe them.  
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To obtain the governing equation for LES, the Navier-Stokes equations are filtered which 

effectively filters out those eddies whose scales are smaller than the filter width or grid 

spacing used in the computations. Filtering the Navier-Stokes equation gives 

�f�O + ��ZM (f	¢M) = 0                                                       (4.31) 

��O (f	¢M) + ��ZN �f	¢M	¢N� = ��ZN ¨e �gMN�ZN © − �;̅�ZM − �hMN�ZN                 (4.32) 

The stress tensor due to molecular viscosity, gMN is defined by 

gMN ≡ �e ¨�	¢M�ZN + �	¢N�ZM©� − 23 e �	¢M�ZM iMN                                      (4.33) 

The Subgrid scale stress, hMN is given by 

hMN ≡ f	�	 ¢¢¢¢¢ − f	¢M	¢N                                               (4.34) 

The Subgrid scale stresses are computed from 

hMN − 13 h$$iMN = −2e7LM̅N                                             (4.35) 

where, e7is the subgrid-scale turbulent viscosity, h$$ is the isotropic part of the subgrid-

scale stresses added to the filtered static pressure term and LM̅Nis the rate-of-strain tensor 

for the resolved scale, defined by  

LM̅N ≡ 12 ¨�	¢M�ZN + �	¢N�ZM ©                                               (4.36) 
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In FLUENT four types of models are embedded for e7: the Smagorinsky-Lilly model 

(Smagorinsky, 1963; Lilly, 1992), the dynamic Smagorinsky-Lilly model (Germano et 

al., 1996; Lilly, 1992),  the Wall-Adapting Local Eddy-viscosity (WALE) model (Nicoud 

and Ducros, 1999) and dynamic kinetic energy subgrid-scale model (Kim and Menon, 

1997). In this study, the dynamic kinetic energy subgrid-scale model by Kim and Menon 

(1997) is used.  In this model, the subgrid-scale turbulence is modeled by the transport of 

the subgrid-scale turbulence kinetic energy rather than the resolved velocity scales which 

makes this model superior over the other subgrid-scale models (Kim and Menon, 1997). 

In this model, e7 is computed from 

e7 = �$�565�/!∆3                                                          (4.37) 

where, the subgrid-scale kinetic energy, �565 is calculated by 

�565 = 12 �	$!¢¢¢ − 	¢$!�                                                    (4.38) 

and ∆3 is the filter-size, calculated by ∆3≡ ·�/#. The subgrid scale stress takes the form 

hMN − 23 �565iMN = −2�$�565�! ∆3LM̅N                                  (4.39) 

The transport equation for �565 

��¢565�O + �	¢N�¢565�ZN = −hMN �	¢M�ZN − �" �565#/!∆3 + ��ZN ¨e7g$
��565�ZN ©         (4.40) 
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where, �$ and �" are model constants  determined dynamically (Kim and Menon, 1997) 

and g$ is 1.0. 

4.4.3 Energy equation 

The following energy equation was solved for the incompressible flow, with buoyancy 

and viscous dissipation of heat neglected:  

�f�'��O + ¸(f�'�XY) = ¸��233¸��                                    (4.41) 

where, CP is the specific heat capacity, XY is the mean velocity of air, keff is the effective 

thermal conductivity (W/m-K) which is defined as  

�233 = �4 + �7 = �4 + �'e7<=7                                            (4.42) 

where, �4 is the molecular thermal conductivity,  �7 is the turbulent thermal conductivity 

and <=7 is the turbulent Prandtl number (0.85). In the near-wall region, the turbulent 

viscosity is treated differently in different turbulence models. For the LRNM approach, 

the R �-� turbulence model employs the one equation Wolfshtein model (Wolfshtein, 

1969) in the viscosity-affected near-wall region �HIK < 200, ºℎI=I HIK = �K√$ �. In this 

model the turbulent viscosity, e7, is computed from 

e7 = f� : √�                                                                  (4.43) 

where the length scale, : , is calculated using 
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: = ]�%∗ ¨1 − I¥�2»¼½ ©                                                          (4.44) 

The constants used in the equations (4.43) and (4.44) are taken as 

�%∗ = ĸ� ¥#/_,        � = 70 

In the near wall region Cµ has a constant value of 0.09.  

The SST �-� turbulence model itself incorporates the modification for low-Re effects. In 

the viscosity-affected near wall region, e7 is retained as in equation (4.22). The 

coefficient a∗ in equation (4.22) is responsible for the low-Re correction and for the high 

Re flow the value of a∗ is 1.0.  

For LES, e7 in the viscosity-affected near-wall region is computed from equation (4.37) 

for the dynamic kinetic energy subgrid scale model.  

4.4.4 Solution Parameters 

For the steady and unsteady RANS modelling (R �-� and SST �-�) the second order 

upwind discretization scheme was used for momentum, turbulence parameters and 

energy while the pressure interpolation was Standard. For the pressure velocity coupling 

the SIMPLE algorithm (Patankar and Spalding, 1972) was used for steady RANS and the 

PISO algorithm (Issa, 1986) with skewness and neighbour correction was employed for 

the unsteady RANS because PISO can maintain a stable calculation with a larger time 

step and an under-relaxation factor of 1.0 for both momentum and pressure. The time step 

size for the unsteady RANS was 1.5x10-4 s. For LES, a bounded central-differencing 
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discretization scheme was used for the convective terms in the momentum equations. 

This scheme provides improved accuracy for LES calculations. The pressure 

interpolation was Standard (Rhie and Chow, 1983), whilst the second-order upwind 

discretization scheme was used for the other terms. For the pressure-velocity coupling the 

PISO algorithm (Issa, 1986) was used. The time step size was 1x10-4 s. For both the 

unsteady RANS and LES, the simulations were run for a total of 12 s of flow time at 

model scale which represents 600 s of flow time at full scale. Then, the statistical average 

of the last 6 s of flow time at model scale was taken representing 300 s at full scale. The 

convergence criterion for energy was 10-6 and for all other terms it was 10-4 for all the 

simulations performed in this study.  

4.5 Boundary conditions  

The proper choice of boundary conditions is very important as it represents the influence 

of the surroundings that have been cut-off by the computational domain. The inflow 

boundary condition plays the most important role in this regard. In this study, the velocity 

inlet boundary condition was used, with the two log-law equations imposed that matched 

the experimental mean velocity profile. The turbulent kinetic energy profile, based on the 

experimental values of the turbulent intensity, was also imposed at the inlet. The 

equations used for the profiles are (Richards and Hoxey, 1993): 

R(T) = 	Pd :¾ �T + T�T� �                                           (4.45) 

� = 32 (01R)!                                                    (4.46) 
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� = 	P#d(T + T�)                                                  (4.47) 

For the SST �-� model, the following equation was used to calculate the specific 

dissipation rate, ω: 

� = �� �                                                        (4.48) 

The outflow boundary condition was used at the outlet which assumed no stream-wise 

gradient at that location. The side walls were treated as slip walls and the symmetry 

boundary condition was applied at the top of the domain. The bottom of the domain and 

the walls of the house were modeled as no-slip wall with zero roughness height, ks=0. 

One of the basic requirements of the Atmospheric Boundary Layer (ABL) flow  

simulation is that the  distance yP from the centre point P of the wall-adjacent cell to the 

wall (Bottom of the domain) should be larger than the physical roughness height ks of the 

terrain (yP>ks). Given the fact that, for the LRNM grid, ks>>yp, roughness effects cannot 

be included in low-Re modelling. Figure 4.5 shows the boundary types used in the 

present study. 

In the LES runs the Spectral Synthesizer algorithm (Kraichnan, 1970) was used at the 

inlet boundary, in which the fluctuating velocity components were computed by 

synthesizing a divergence-free velocity-vector field from the summation of 100 Fourier 

harmonics. In the unsteady RANS with the SST �-� turbulence closure, time dependant 

boundary conditions were not used, unsteadiness only due to the building was taken into 

account. The thermal boundary conditions for the model were a fixed temperature of  
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Figure 4.5: Boundary types 

313K (40oC) on the windward roof which is a typical PV temperature on a sunny winter 

day at Montréal, Canada (Candanedo et al., 2010) and 263K (-10oC) at the inlet, as well 

as for the reference temperature, which represents a typical winter condition in Montréal, 

Canada. All the walls of the house model, except the windward roof, and the bottom of 

the domain were treated as adiabatic wall with zero heat flux.  

One of the requirements for simulating ABL flow is to have homogeneous profiles for the 

mean wind speed and the turbulence quantities. As roughness cannot be modeled for 

LRNM, a smooth ground plane can lead to stream-wise gradients in the vertical profiles 

of mean wind speed and turbulence quantities. Both the inlet profiles and the incident 

profiles at the building location for the mean wind speed and the turbulence quantities are 

required to assess the extent of the inhomogeneity. A 2-D steady RANS simulation was 

performed in an empty domain to check the horizontal homogeneity of the profiles of 

No slip wall 

Slip wall 

Outflow Slip wall Symmetry 

Velocity inlet 
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mean wind speed and turbulence quantities, with the results, illustrated in Figure 4.6, 

showing that the flow is fully-developed. 

Only forced convection heat transfer is considered in the simulation as the ratio of natural  

convection to forced convection, the Richardson Number, is much lower than unity 

(0.0042 at model scale). Radiation heat transfer modelling was not employed since the 

main focus of the study was to investigate the convective heat transfer due to wind flow 

over the roof. 

       

Figure 4.6: Inlet and incident profiles of normalized mean wind speed (U), turbulence 

intensity (IU), turbulence kinetic energy (k) and turbulence dissipation rate (ϵ) 
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The properties of air used in the simulation are given in Table 4.1. 

Table 4.1: Properties of air 

Density, ρ 

(kg/m3) 

Specific heat, CP 

(J/kg-K) 

Thermal conductivity, k 

(W/m-K) 

Viscosity, µ 

(kg/m-s) 

1.225 1006.43 0.0242 1.7894x10-5 

 

4.6 Grid independence study 

A grid independence study was carried out on the model scale grid created for validating 

the wind flow field over the windward roof. Surface averaged CHTC was used to check 

the grid independence. According to the COST guidelines (Franke et al., 2007), at least 

three systematically and substantially refined grids should be used so that the ratio of 

cells for two consecutive grids should be at least 1.5 in each dimension. Three grids, with  

315,913 (G1), 1,376,389 (G2) and 2,719,098 (G3) cells respectively were created.  The 

refinement ratio between G1 and G2 was 1.6 in each dimension which is larger than the 

recommended value of 1.5 (Franke et al., 2007; Tominaga et al., 2008). However, the 

refinement ratio between G2 and G3 was limited to 1.25 by the available computational 

resources. The results of the grid independence study are shown in Table 4.2. Based on 

the results from Table 4.2 G2 with 1,376,389 cells was chosen for the present study.  
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Table 4.2: Grid independence study on the grid for validating the wind flow field over the 

windward roof of the model scale 

Grid Surface averaged CHTC 

(W/m2-K) 

% difference 

G1 70.24 - 

G2 66.98 4.64 

G3 66.45 0.79 

 

Similarly a grid independence study was also carried out on the grid created for the full 

scale simulation for predicting CHTC values of the windward roof. Three grids, with 

numbers of cells of 427,169 (G4), 1,590,726 (G5) and 2,960,129 (G6), were created.  The 

refinement ratio between G4 and G5 was 1.55 in each dimension and between G5 and G6 

was limited to 1.23 by the available computational resources. The results of the grid 

independence study are shown in Table 4.3. Based on the results from Table 4.3, G5 with 

1,590,726 cells was chosen for the present study.  

Table 4.3: Grid independence study on the grid for the full scale simulation for predicting 

CHTC values on the windward roof 

Grid Surface averaged CHTC 

(W/m2-K) 

% difference 

G4 17.83 - 

G5 16.17 9.31 

G6 16.03 0.86 
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4.7 Summary 

The CFD model developed in this study is described in this chapter. The near-wall region 

was modeled using the low-Re modelling approach. Both steady and unsteady time 

variants of the solver were used. Steady state simulations were performed using the R �-� 

and SST �-� turbulence model while unsteady simulations were performed using the 

SST �-� and LES turbulence models. The equations involved in each of the turbulence 

models were also described. The inlet boundary conditions were taken from the 

experiment for validation purposes. The horizontal homogeneity of the mean wind speed 

and turbulence quantities was checked using a 2-D simulation in an empty domain. 

Finally, a grid independence study was carried out to choose the proper grid for the 

simulation. The next chapter presents the numerical simulations results, obtained for the 

wind flow field over the windward roof of the building and their validation with the 

experiment. Heat transfer results for a horizontal flat plate, subjected to uniform approach 

flow, validated with the boundary layer correlations, are also presented.  
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Chapter 5 

Results and Discussion 

5.1 Introduction 

This chapter presents CFD simulation results for the wind flow field over the windward 

roof of a low-rise building along with their validation with the results from a wind tunnel 

experiment. Validation of the heat transfer model with the boundary layer (B.L.) 

correlation for flow over a horizontal flat plate is also presented. Results from a 

parametric analysis, based on full scale CFD simulations, are used to develop generalized 

correlations for the exterior CHTC of the windward roof of a low-rise building using 

dimensionless parameters. The motivation behind this study was the development of 

accurate heat transfer models for roof-mounted PV/T systems.  Since the channel 

underneath the PV panel in the PV/T system does not have any effect on the exterior 

CHTC of the system (Appendix B), modelling only the roof essentially resembles the 

PV/T system as well. This chapter ends with the design implications of the developed 

correlations.   
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5.2 CFD model validation  

5.2.1 Validation of the wind flow field over the windward roof 

The mean velocity profiles on the windward roof using steady RANS with the R �-� and 

SST k-ω turbulence models are compared with the experimental data in Figure 5.1 (a, b). 

For the R �-� turbulence model, the predictions under-estimate the experimental results 

(by up to 23%) at every location on the windward roof, although at most locations these 

under-estimations are within 10% (Fig. 5.2 (a)). Those points with the greatest 

discrepancy are close to the roof leading edge and near the roof surface. The SST �-� 

model results indicate a better performance than the R �-� model, with the simulation 

results being within 10% of the experimental data (Fig. 5.2 (b)). 

Unsteady simulations have also been performed because a small flow separation region is 

observed close to the leading edge of the roof (Fig. 5.3) and steady state models do not 

perform well in separated regions (Blocken et al., 2009; Defraeye et al., 2010). The mean 

wind velocity profiles on the windward roof obtained by Unsteady RANS (URANS) with 

SST k-ω and by LES are compared with the experimental data (Fig. 5.1 (c), (d)).  The 

results obtained by URANS are well within 10% of the experimental results and very 

close to the 45o line (Fig. 5.2 (c)). On the other hand, LES did not perform well in 

predicting the experimental results (Fig. 5.1 (d), Fig. 5.2 (d)).   The reason behind this is 

the lack of fine grid resolution in the stream-wise and span-wise direction due to the 

limited computational resources available. Considering the fact that both the steady and 

unsteady RANS approach using the SST �-� turbulence closure give similar results and 
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(d)  

Figure 5.1: Mean velocity profiles along the mid-line of the windward roof; comparison 

between experimental data and CFD results using (a) R �-� (b) SST �-� (c) LES (d) 

URANS model. Here s is the distance from the leading edge and S is the total length of 

the roof 

the steady RANS is computationally less expensive than the unsteady simulation, the 

steady RANS with the SST �-� turbulence model is a better choice in predicting wind 

flow field over the windward roof. The velocity vectors coloured by velocity magnitude 

at the vertical mid-plane and around the building by steady RANS with SST �-� is 

shown in Figure 5.4. The main flow features around the building is illustrated in Figure 

5.4.  

0

0.2

0.4

0.6

0.8

1

1.2

0 0.2 0.4 0.6 0.8 1 1.2 1.4

d n
/S

U/UEH

s/S=0.0 s/S=0.0
s/S=0.2 s/S=0.2
s/S=0.4 s/S=0.4
s/S=0.6 s/S=0.6
s/S=0.8 s/S=0.8
s/S=1.0 s/S=1.0

         CFD: URANS       Expt 



CHAPTER 5. RESULTS AND DISCUSSION                                                                 62 
 

 

 

(a)   (b)         

 

 

(c) (d)  

Figure 5.2: 45o plots to compare experimental data with CFD results using (a) R �-� (b) 

SST �-� (c) LES (d) URANS model 
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5.2.2 Validation of the heat transfer model and impact of near-wall 

modelling 

To validate the heat transfer model, simulations have been performed to evaluate the heat 

transfer due to wind flowing over a horizontal flat plate heated with constant temperature. 

A 2-D domain has been created for this purpose. The domain, grid and boundary 

conditions are shown in Figure 5.5. Two different turbulence models, the R �-� and SST 

�-�, and two different near-wall approaches, the LRNM and WF (section 4.3.1) with 

each of the turbulence models, are used in the validation study. For the LRNM grid the 

first cell height is 0.1 mm whereas for the WF grid the first cell height is 40 mm to give 

the required y* values; y*<1 for the LRNM grid and 30<y*<300 for the WF grid.  

 

Figure 5.5: 2-D domain for the horizontal flat plate simulation (LRNM grid) 
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Six different Reynolds numbers (Re) (1.3x105, 2.7x105, 4x105, 5.3x105, 6.5x105 and 

7.7x105) based on the free stream wind speed and the plate length (2.4 m) are employed 

at the domain inlet. Free stream turbulence intensity is kept to a very low value (0.1%). 

Temperature at the plate’s top surface is kept to a constant value of 313 K and the free 

stream temperature is 263 K, which is the same as the thermal boundary conditions of the 

windward roof of the house described in Section 4.5. The low-Reynolds correction (LRC) 

factor (Eq. 4.23) is employed with the SST k-ω turbulence model for Re less than 5x105, 

which is the critical Re value for flow over a flat plate (Incropera et al., 2006). For Re 

ranging from 5x105 to 7.7x105, the LRC is not employed because over this Re range the 

B.L. over the flat plate is mixed and the LRC converts the mixed B.L. to a completely 

laminar B.L.  On the other hand, if the B.L. is fully turbulent, employing the LRC is 

recommended (Wilcox, 1998) since it damps the turbulent viscosity in the viscous sub-

layer region of the turbulent B.L. The heat transfer results in terms of the Nusselt 

numbers (Nu), obtained from the horizontal flat plate simulations, are compared with the 

B.L. correlations for the flow over a horizontal flat plate (Eqs. 2.2 and 2.3). The 

comparison is shown in Figure 5.6. From Figure 5.6, it can be seen that the SST �-� 

turbulence model with the LRNM approach matches very well with the laminar B.L. 

correlation for Re<5x105, whereas, for Re>105, the Nu values are much higher than the 

laminar B.L. correlation, but lower than the turbulent B.L. correlation. This is because the 

B.L. over the flat plate is mixed rather than fully turbulent. The SST �-�  turbulence 

model with the WF approach over predicts the Nu values, obtained by the B.L. 

correlation for laminar flow, by up to 80% for the Re<105, and for the Re>105, it 
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Figure 5.6: Comparison of different turbulence models and different near-wall modelling 

approaches with the B.L. correlation for the convective heat transfer from a horizontal 

flat plate subject to uniform approach flow 

under predicts the Nu values, obtained by the B.L. correlation for the turbulent flow, by 

up to 38%, and with the SST �-� with LRNM approach, the under prediction is up to 

22%. The R �-� turbulence model with the LRNM approach, matches very closely with 

the B.L. correlation for turbulent flow, since the R �-� turbulence model always assumes 

the flow to be fully turbulent, even in the low Re range (Re<105). The R �-� turbulence 

model with the WF approach gives lower Nu values, compared to the R �-� model with 

the LRNM approach, by up to 18%. 

To evaluate the accuracy of these two turbulence models (SST �-� and R �-�), in the 
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performed with the incoming flow with a Re of 6.6x106. Only the LRNM grid is 

employed, since the WF approach cannot predict the heat transfer values accurately (see 

Figure 5.6). For the SST �-� turbulence model, cases with the LRC and without (w/o) 

the LRC are compared. To ensure that the wind flow field over the plate is modeled 

accurately, before moving into the heat transfer analysis, the momentum B.L. thickness, 

δ, at a distance of s/S = 0.96, where, s is the distance from the leading edge and S is the 

total length of the plate, is measured. The distance, s/S = 0.96 is chosen because close to 

the trailing edge of the plate, the B.L. must be fully turbulent. For the R �-�, and the SST 

�-� with the LRC and w/o the LRC, values of δ are 0.039, 0.033 and 0.032 m 

respectively. Using the B.L. correlation for the momentum B.L. thickness for turbulent 

flow (δ = 0.37xRex
-1/5, here x is the distance from the leading edge), the value of δ is 

0.0368 m which is close to the values obtained from the simulations. 

The local Nu values, along the plate, are plotted in Figure 5.7 for each of the cases (the R 

�-�, SST �-� with and w/o the LRC) and compared with the local Nu correlation for the 

turbulent B.L. over a horizontal flat plate. The B.L. correlation is  

u	´ = 0.0296HI�́.�<=�/#                                            (5.1) 

where, Nux is the local Nu and Rex is the local Re at a distance x from the leading edge of 

the plate. Since this correlation has some approximations, such as assuming Pr is close to 

unity and that the Re is not much greater than transitional, the Nux correlation from the 

Reynolds-Colburn analogy for the turbulent flow (Lienhard, 2006) is also plotted in 

Figure 5.7. The correlation is 
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u	´ = �32 HI´<=
1 + 12.8(<=�.¿� − 1)��32                                             (5.2) 

where, Cf is the skin friction coefficient and calculated from (White, 1974) 

�3 = 0.455À:¾(0.06HI´)Á!                                                                (5.3) 

From Figure 5.7, it can be seen that the SST �-� with the LRC matches very closely with 

the correlation obtained from Lienhard, 2006, thus, it performs better in predicting heat 

transfer from a flat plate.  

During the analysis, it has been observed that most of the heat transfer takes place within 

the viscous sub-layer (y* < 5) and buffer layer (5 < y* < 30) region of the turbulent B.L.  

 

Figure 5.7: Local Nu values on a horizontal flat plate subject to uniform approach flow 

(Re = 6.6x106) - fully turbulent B.L. case 
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The dimensionless temperature profiles ((T-Tref)/(Tw-Tref)), at different plate positions 

normal to the plate, are plotted as a function of the dimensionless wall distance (y*), in 

Figure 5.8. Here, T is the air temperature along the plate, Tref is the temperature of the 

approach flow (263 K) and Tw is the plate temperature (313 K). The y* is calculated using 

Eq. (4.1). The results are presented for the wind flow over a horizontal flat plate with the 

Re of 6.6x106.  Figure 5.8 shows that about 60% of the temperature change is found to 

occur within the viscous sub-layer and the buffer layer region. These two regions are 

marked with vertical dotted lines in Figure 5.8. Therefore, the importance of the near- 

wall region modelling for accurate convective heat transfer prediction has been 

confirmed.   

 

Figure 5.8: Dimensionless temperature profiles at different positions on the plate along 

lines normal to the plate as a function of y* values (logarithmic scale) for Re = 6.6x106 
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5.3. Effect of scaling 

Simulations have been performed to predict the surface-averaged CHTC values on the 

windward roof of the building, with the same inflow conditions as the experiment, with 

the SST �-� turbulence model using the LRNM grid and LRC, for both the model scale 

and full scale cases. The results show significant differences (63%) between the surface 

averaged CHTC values obtained from the model and full scale simulations. This may be 

well-described by the classical heat transfer correlation for the turbulent flow over a 

horizontal flat plate (Eq. 5.2). Figure 5.9 shows a dimensionless representation of the 

convective heat transfer coefficient along the mid-line of the windward roof, where Nus = 

local Nu; Res = local Re based on velocity at eaves height. In Figure 5.9, the variable, 

[(Res/Nus)+6.53ln(0.06Res)]/[ln(0.06Res)]
2 is from the local Nu correlation (Eq. 5.2). The 

model and full scale results match with a difference up to about 23% close to the leading 

edge of the roof and the difference decreases as the distance from the leading edge 

increases, highlighting the need to represent CHTC correlations in such a dimensionless 

form, rather than simply using a velocity correlation. However, a B.L. correlation by 

itself cannot be applied to predict the convective heat transfer from the windward roof of 

the building, since there is a region of flow separation close to the leading edge of the 

roof (Fig. 5.3). Therefore, a different correlation is needed in terms of dimensionless 

numbers to predict the convective heat transfer from the windward roof of the building. 
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Figure 5.9: Comparison of the dimensionless heat transfer along the mid-line of the 

windward roof between the full scale (solid line) and model scale (dashed line) by the 

SST k-ω model 

5.4 Parametric analysis 

A parametric analysis is carried out for six different Re (1.3x105, 2.6x105, 3.9x105, 

5.1x105, 6.4x105, 7.7x105), based on the wind speed at eaves height at the domain inlet 

and the roof length (2.4 m). At the domain inlet, an atmospheric B.L. velocity profile 

with z0 = 0.03m, representing an open terrain, and different wind speeds at 10 m height 

(1, 2, 3, 4, 5, 6 m/s) are used. In the simulations, the longitudinal turbulence intensity, 

that is imposed at the inlet, is based on the Engineering Science Data Unit (ESDU 83045) 

for z0 = 0.03 m (Fig. 5.10). To see the effect of the terrain, simulations have also been  
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Figure 5.10: Velocity and turbulence intensity profiles for the open (z0 = 0.03 m) and 

suburban (z0 = 0.3 m) terrains with U (10 m) = 3m/s 

carried out with the velocity and turbulence intensity profiles based on ESDU (ESDU 

83045) for z0 = 0.3 m representing a suburban terrain (Fig. 5.10). The Re of 1.1x105, 

2.2x105, 3.3x105, 4.3x105, 5.4x105 and 6.4x105 based on the wind speed at eaves height 

and the roof length (2.4 m) are employed at the inlet. For both the open and suburban 

terrains, the SST �-� turbulence model with the LRNM grid and LRC is employed. 

The inlet and incident profiles for both the open and suburban terrains are reported in 

Figure 5.11. From Figure 5.11, it is observed that, close to the bottom of the domain, the 

inlet and incident profiles do not match very well. This is because the roughness cannot 

be modelled in the LRNM approach (Section 4.5), resulting in stream-wise gradients. To 
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 (a)  

(b)   

Figure 5.11: Inlet and incident profiles for normalized wind speed (U), turbulence 

intensity (IU), turbulence kinetic energy (k) and specific rate of turbulence (ω) for (a) 

open terrain (b) suburban terrain 
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(a)  

(b)  

Figure 5.12: (a) Velocity and (b) turbulence intensity profiles at eaves height for the 

entire domain, with and without the shear stress imposed at the bottom of the domain for 

U (10m) = 3 m/s 
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shear stress and 	∗ is the frictional velocity) is imposed at the bottom of the domain, 

resulting in a better match between inlet and incident profiles (Fig. 5.11). The velocity 

and turbulence intensity, at eaves height, are plotted in Figure 5.12 for the entire domain, 

with and without the shear stress at the bottom. It is observed that the shear stress 

improves the consistency of the velocity and turbulence intensity profiles.  

The incident velocity profiles, with the shear stress imposed at the bottom of the domain, 

represent z0 values of 0.028 and 0.260 m for the open and suburban terrain respectively. 

Using the results of the parametric analysis, the dimensionless heat transfer parameter, 

Nu, is correlated with the Re of the incident flow (Fig. 5.13). Here, Nu is calculated using 

the surface-averaged CHTC values of the windward roof and the roof length, and Re is 

calculated using the wind velocity of the incident flow at eaves height and the roof 

length.  

The correlations obtained are  

u	 = 0.095HI�.Ã¿<=�/#              Ä;I¾ �I==�Å¾                 (5.4) 

u	 = 0.102HI�.ÃÃ<=�/#              L	Æ	=Æ�¾ �I==�Å¾        (5.5) 

These correlations are applicable to different building heights since the Re used in the 

correlations are based on the eaves height velocity. Eaves height velocity can be easily 

calculated from the wind speed at 10 m height, which can be obtained from a nearby 

meteorological station. The log law or power law profile may then be used to convert this 

to an eaves height velocity. Turbulence intensity also changes with height; however, for 
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both terrains the change in turbulence intensity is only 2% over the eaves height range of 

3 m to 8 m which is a typical height range for low-rise buildings. Hence, the correlations 

are valid for low-rise buildings with eaves height ranging from 3 m to 8 m. 

(a)  

(b)  

Figure 5.13: Correlation of Nu (averaged over the entire roof) with Re for (a) open terrain 

(b) suburban terrain 
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Figure 5.14: Nu averaged over the entire roof for open and suburban terrain 

The results for the suburban terrain are compared with the open terrain in Figure 5.14. 
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Figure 5.15: Turbulent kinetic energy (k) (averaged over the entire viscous sub-layer and 

buffer layer) and convective heat transfer coefficient (CHTC) along the mid-line of the 

windward roof 

CHTC, the CHTC profiles along the mid-line of the windward roof, as well as the k 

averaged over the viscous sub-layer and buffer layer along the mid-line of the roof, are 

plotted on the same graph for both the open terrain and suburban terrain for the case with 

U (10m) = 3m/s (Fig. 5.15).  Figure 5.15 illustrates the relationship between the k and the 

CHTC since they both follow the same trend. 

Several studies have been carried out to characterize the effect of free stream turbulence 

on the heat transfer coefficients at the surface of a plate. Simonich and Bradshaw (1978) 

found that a variation of free stream turbulence intensity (�	
) from 0% to 6% led to a 

relative increase of the heat transfer coefficient by up to 30% and came up with a simple 

correlation to link the intensification of heat transfer and �	
. The correlation is  
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 + 1                                                      (5.6) 

14

15

16

17

18

19

20

21

0.06

0.07

0.08

0.09

0.1

0.11

0.12

0 0.2 0.4 0.6 0.8 1

C
H

T
C

 (
W

/m
2 -

K
)

k
(m

2 /
s2 )

s/S

k (Open Terrain) k (Suburban Terrain)
CHTC (Open Terrain) CHTC (Suburban Terrain)



CHAPTER 5. RESULTS AND DISCUSSION                                                                 79 
 

 

 

where, St is based on the results with the presence of �	
, and St0 is based on the results 

without �	
. For Rex≈6x106, the value of A was approximately 5. According to the study 

by Kondojoyan et al. (2002), the experimental results showed a large disparity when 

compared with this simple correlation. Consequent studies were aimed at modifying the 

simple correlation to limit the disparity of the experimental results by introducing other 

factors, such as  
JÇCÈ  (Blair, 1983), 

É9ÊËÇCÌ *! (Hancock and Bradshaw, 1983), etc. Here, 829 is the 

turbulence dissipation scale in the free stream and i is the B.L. thickness. The results 

remain sparse for the heat transfer coefficient, which indicates that these terms are not 

sufficient to describe the effect of turbulence on heat transfer (Kondjoyan et al., 2002). 

Maciejewski and Moffat (1992) described the experimental results by using the root 

mean square velocity fluctuation value 	
Q  rather than �	
. However, the idea of 

replacing �	
 by 	
Q  did not improve the sparseness of the results (Kondjoyan et al., 

2002). To see the applicability of the correlation by Simonich and Bradshaw (1978) and 

to determine a heat transfer correlation which will include the effect of free stream 

turbulence, simulations have been carried out for the flow over a horizontal flat plate for 

a Re range from 6.6x106 to 8.2x106 based on free stream velocity (40 m/s to 50 m/s) and 

plate length (2.4 m).  �	
 is varied from 0.1% to 30%. For all the simulations, the SST k-

ω turbulence model with the LRC and LRNM grid (y*<1) is used. The results plotted in 

Figure 5.16 show that the heat transfer increases with the increase in  �	
. The trend-line 

equations shown in the same figure reveal that the increase in �	
, does not affect the 

exponent of the Re (0.8), rather it affects the coefficient in the B.L. correlation. When the 

results are compared with the B.L correlation, the �	
=0.1% case under-estimates the  
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Figure 5.16: Effect of the free stream turbulence intensity ( �	
) on the Nu for a 

horizontal flat plate subjected to uniform approach flow  

Nu due to approximations in the B.L. correlation (Eq. 2.3), i.e. Pr close to unity and Re 

not much greater than the transitional value. Since the exponent of the Re is constant 

(0.8) with �	
, Nu/Re0.8Pr1/3 is plotted with  �	
  in Fig. 5.17. The correlation, which 

includes the effect of �	
, obtained from Figure 5.17, is 

u	 = (0.094 �	
 + 0.035)HI�.�<=�#                          (5.7) 

This correlation is valid for turbulent flow over a horizontal plate and cannot be used to 

predict the convective heat transfer from the windward roof due to a region of flow 

separation close to the leading edge. That also explains why the exponents for Re in 

Equations (5.4) and (5.5) are different from 0.8 and thus, development of a generalized 

equation similar to Equation (5.7) for the windward roof case is not possible.   
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Figure 5.17: Correlation of Nu/Re0.8Pr1/3 with  �	
for a horizontal plate subjected to 

uniform approach flow 
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Figure 5.18: St/St0 as a function of the Re for a specific �	
 for a horizontal flat plate 

subjected to uniform approach flow 

 

Figure 5.19: Comparison of the correlation given by Simonich and Bradshaw (1978) with 

the present study on the horizontal flat plate and the windward roof 
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5.5 Comparison with previous studies 

Comparison of the predicted CHTC results with full scale experimental data for a heated 

panel on windward 35° pitch roof (Sharples and Charlesworth, 1998) and a 40° inclined 

plate (Test et al., 1981) are shown in Figure 5.20. Since the plate lengths considered in 

the various studies were different, the results are normalized with respect to a plate length 

of 2.4 m, (using the relation h ∝ L
-0.24 that is obtained from the derived Nu correlation), to 

make the comparison meaningful. The results are also normalized for the wind speed at 

eaves height considered in the present study by using VR/VEH = 1.19 for Sharples and 

Charlesworth (1998) and VR/VEH = 1.17 for Test et al. (1981) (VR is the corresponding 

reference wind speed at 1.5 m above the ridge for Sharples and Charlesworth, 1998 and 1 

m above the ridge for Test et al., 1981 and VEH is the wind speed at eaves height). Values 

of VR and VEH are taken from the simulation results and it has been found that VR/VEH is 

constant for the range of Re studied here. The results presented in Figure 5.20 show 

differences in the CHTC values when compared with those reported in the previous 

studies. A maximum difference of 19% is observed when results from Sharples and 

Charlesworth (1998) are compared with the open terrain simulation as the test building in 

this study was surrounded by mostly open fields.  In the study by Sharples and 

Charlesworth (1998), the temperature was measured with 9 thermocouples arranged in a 

3x3 array so as to be centred on nine equal areas of the plate. Since, the heat transfer rate 

is higher close to the edges (Fig. 5.20) and there were not enough thermocouples in this 

location, the study could potentially under predict the heat transfer values. Differences 

might be also associated with variations in building geometry, flow conditions and the  
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Figure 5.20: Comparison with the previous studies 

surroundings, which make a direct comparison impossible. On the other hand, the 

surrounding terrain type was not reported in Test et al. (1981) and a difference of 29% 
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5.6 Design implications 

To investigate the implications of the correlations developed in the present study for 

designing a BIPV/T system, data have been taken from a field study on the ÉcoTerra 

Home at Eastman, Quebec (Chen, 2009). ÉcoTerra is built in a well-wooded area and is 

surrounded by deciduous and coniferous trees. Hence, the surroundings can be 

considered to approximate suburban terrain. Two particular days: a cold sunny day 

(March 17, 2008) and a warm sunny day (April 17, 2008) are chosen for the 

investigation. Tables 5.1 and 5.3 present the field measurement data for the days 

mentioned above while Tables 5.2, 5.4 show the comparison with the B.L. correlation 

and previous studies. 

From Tables 5.2 and 5.4, it can be easily noted that the widely quoted correlations cannot 

accurately predict the CHTC and, thus, the amount of wind-induced heat loss. The 

McAdams (1954) correlation gives CHTC values closely matched with the present study. 

However, this is a coincidence as the correlation was developed for vertical plates. Also 

the plate length was not taken into account which means, a difference in plate length 

would result in the same CHTC values, causing a larger discrepancy with the present 

study. For the same reason, a close match is observed between the present study and that 

by Test et al. (1981) (Table 5.2). It should be noted that previous correlations (a) require 

knowledge of the local velocity that is not typically available, and (b) they are not 

presented using dimensionless parameters.  

CHTC distributions across the windward roof are shown in Figure 5.21 for incoming  
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flow with Re = 1.3x105 and 3.9x105. Higher CHTC values are observed close to the 

edges of the roof with relatively lower values in the middle. This information is useful for 

the design of the PV array as it indicates which PV modules are experiencing higher 

temperatures and might produce lower electrical output  

Table 5.1: Data for March 17, 2008 

Date: March 17, 2008                                                                             Time: 12:00 PM          

Wind speed at roof 

height  

PVtop temperature Outdoor temperature Roof Size 

(Length x Width) 

7 km/hr (1.94 m/s)  40oC (313K) -2oC (271K) 5.5 m x 9.2 m 

 

Table 5.2: Comparison of the various correlations for March 17, 2008 

Correlations h 

(W/m2-K) 

Q 

(KW) 

% difference  

(with present study) 

Present Study (Suburban Terrain) 13.70 29.12 - 

B.L. correlation 7.23 15.37 -47.22 

McAdams (1954) 13.07 27.78 -4.6 

Sharples and Charlesworth (1998) 16.17 34.36 17.99 

Test et al. (1981) 13.52 28.72 1.37 

 

Table 5.3: Data for April 17, 2008 

Date: April 17, 2008                                                                             Time: 12:00 PM          

Wind speed at roof 

height  

PVtop temperature Outdoor temperature Roof Size 

(Length x Width) 

5 km/hr (1.39 m/s)  60oC (333K) 20oC (293K) 5.5 m x 9.2 m 
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Table 5.4: Comparison of the various correlations for April 17, 2008 

Correlations h 

(W/m2-K) 

Q 

(KW) 

% difference  

(with present study) 

Present Study (Suburban Terrain) 10.6 21.45 - 

B.L. correlation 5.54 11.21 -47.74 

McAdams (1954) 10.98 22.23 3.64 

Sharples and Charlesworth (1998) 14.96 30.27 41.12 

Test et al. (1981) 12.11 24.51 14.26 

 

 

 

(a)  

(b)  

Figure 5.21: CHTC distribution across the windward roof for incoming flow with Re of 

(a) 1.3x105 (b) 3.9x105 

(W/m
2
-K) 
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5.7 Summary 

This section summarizes the results obtained from both the experiments and numerical 

simulations carried out in this study. 

• Validation of the wind flow field over the windward roof showed that the SST �-

� turbulence model performed better than the R �-� in terms of matching the 

model scale wind tunnel velocity profiles over the windward roof.  

• The SST �-� turbulence model with the LRNM grid and LRC performed better 

in predicting heat transfer from a horizontal flat plate. The WF approach under 

predicts Nu values by up to 38% compared to the LRNM approach. 

• The dimensionless heat transfer coefficients (Nu) agree well between the model 

and full scale data when normalized by Re. 

• Imposing shear stress at the bottom of the domain helps to get a better match 

with the inlet and incident profiles by minimizing the stream-wise gradients. 

Correlations have been developed for the exterior CHTC of the BIPV/T system 

for both the open and suburban terrains. The correlations are 

u	 = 0.095 HI�.Ã¿<=�/#                            Open Terrain                       
u	 = 0.102 HI�.ÃÃ<=�/#                           Suburban Terrain            

These correlations should be used with caution since they are developed for 0o 

wind direction, 30o roof slope and the eaves height ranging from 3 m to 8 m. 

• Incident turbulence leads to a large increase in the heat transfer coefficient. The 

CHTC values along the horizontal plate show a proportional relationship with the 
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turbulent kinetic energy averaged over the entire laminar sub-layer and buffer 

layer. A correlation was developed to predict heat transfer from a horizontal flat 

plate subjected to free stream turbulence. The correlation is 

u	 = (0.094 �	
 + 0.035)HI�.�<=�#  
This correlation cannot be used to predict heat transfer for the windward roof case 

since the flow over the roof is different than the horizontal flat plate due to 

leading edge separation on the roof.  

• Modifying the correlation (Eq. 5.6) by Simonich and Bradshaw (1978) with A = 

2.8 gives a better match with the results, although further studies (both numerical 

and experimental) are needed to fully justify this.  

The next chapter present the conclusions from the present research, together with 

recommendations for future work. 
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Chapter 6 

Conclusions 

This chapter presents a number of concluding remarks about the investigation that was 

undertaken to ascertain the forced convective heat transfer from the inclined roof of a low 

rise building representing a photovoltaic-thermal (PV/T) system. Several 

recommendations for further research are subsequently outlined in the closing section of 

this thesis. 

6.1 Concluding remarks 

Computational fluid dynamics (CFD) models have been developed using steady 

Reynolds averaged Navier Stokes (RANS) to evaluate forced convective heat transfer on 

the roof, (which is inclined at 30°), of a low-rise building with plan dimensions of 4.2 m 

by 6 m, and a height of 3 m, that is immersed in an atmospheric boundary layer. The 

motivation behind this study was the development of accurate heat transfer models for 

roof mounted photovoltaic-thermal (PV/T) systems. The main conclusions of the study 

are as follows: 
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• Simulations have been carried out using steady RANS with the realizable �-� (R 

�-�), shear stress transport �-� (SST �-�) turbulence closures, as well as 

unsteady RANS with SST �-� and large eddy simulation (LES) turbulence 

closures. The wind flow field over the windward roof obtained by the numerical 

simulations has been validated with the results from a wind tunnel study on a 1:50 

scale model. The results showed that the SST �-� turbulence closure performed 

better than the R �-� model in terms of matching the model scale wind tunnel 

velocity profiles over the windward roof.  

• The SST �-� turbulence model with the low Reynolds number modelling 

(LRNM) grid, y* < 1 at the roof, performed better in terms of predicting the 

standard Nusselt number correlation for a uniform flow over a flat isothermal 

plate. 

• The Simple Nusselt number correlation for a horizontal flat plate cannot be used 

for a building roof because of the leading edge separation at the roof. The 

separation also enhances turbulence and thus increases heat transfer downstream 

along the roof. 

• Shear stress has been imposed at the bottom of the domain to maintain a value of 

the roughness height (z0) at the incident profile close to the inlet value. 

• Correlations have been developed for the forced convective heat transfer 

coefficient (CHTC) on the windward roof of the building in terms of 

dimensionless parameters for two roughness categories with z0 = 0.028 m (open 
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terrain) and 0.260 m (suburban terrain) based on full scale simulations with Re 

values varying between 1.1x105 and 7.7x105.  

• A correlation has been developed to quantify the effect of the free stream 

turbulence on the heat transfer coefficient for a uniformly heated flat horizontal 

plate subjected to a uniform approach flow. For the windward roof case, a linear 

relation is observed between the incident turbulence and the CHTC which is 

obtained by modifying the correlation developed by Simonich and Bradshaw 

(1978).   

The study provides new insights into the effect of turbulence quantities on the CHTC at 

building surfaces that enable improved modelling accuracy. The results of the present 

study are valid for the windward roof surface, which is assumed to be aerodynamically 

smooth, and the wind is normal to the eaves. The study demonstrates that CFD is a very 

promising tool. However, advanced CFD techniques including unsteady simulations are 

required for evaluating convective heat transfer on other building surfaces, such as a flat 

roof and a leeward or side wall due to the inherently transient behaviour in regions with 

large separation and recirculation.  

6.2 Recommendations 

This section provides some recommendations for further research and are drawn as 

follows: 

• In this study the focus was on the windward roof where the wind direction is 

normal to the eaves. It would be useful to carry out a study for the other wind 
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directions and also for the leeward side of the roof. Steady RANS will not be 

sufficient for that as it cannot capture the inherently transient behaviour of the 

flow separation. If enough computational resources are available, LES or DES (a 

hybrid LES/RANS scheme that employs an unsteady RANS (URANS) model in 

the near-wall region and LES elsewhere) should be performed to predict the wind 

induced CHTC for the leeward roof.  

• Research should also be carried out to quantify the effect of incident turbulence 

intensity on the CHTC due to its major influence on heat transfer and the lack of 

appropriate correlations.  

• Radiation heat transfer was not modelled in this study but can be included in 

future to see its effect on the overall energy balance of the BIPV/T systems. At 

very low wind speed natural convection can become dominant, resulting in mixed 

convection that would need to be modelled.  

• The wind flow field over the windward roof was validated with wind tunnel 

results which did not include heat transfer. Although the heat transfer results for 

uniform flow with low turbulence intensity were validated with the boundary 

layer correlation, an experiment could be carried out to validate the CHTC 

correlations developed in this study.  
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Appendix A 

Experimental Uncertainty Analysis 

Any kind of experimental measurement will always involve some level of experimental 

uncertainty. This uncertainty may originate from causes such as inaccuracy in 

measurement equipment, random variations in the quantities measured and 

approximations in the data. It’s not possible to eliminate the errors completely and it’s 

important to know the level of uncertainty for a given measurement. A detailed 

uncertainty analysis of the mean velocity measured with the hot-wire anemometry during 

the experiment is presented here.  

Precision error 

This error is also known as random error and is caused by a lack of repeatability in the 

output of the measuring system. If the sample size is too small, precision errors of 

individual samples will affect the average value. If the sample size is large (n>30, where 

n is the number of samples), the distribution for the mean velocity is normal. This normal 

distribution is used to calculate a confidence interval for the mean velocity. The precision 

uncertainty interval is found from the following equation, 
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RÏ − LÐ ≤ e' ≤ RÏ + LÐ                                                            (A. 1) 

where, RÏ is the sample mean, e' is the population mean and LÐ is the uncertainty 

calculated from 

LÐ = TÒ/!. L1¾�.x                                                                       (A. 2) 

where, TÒ/! is the limits on the confidence intervals which is commonly available in a 

tabular form (Ganji and Wheeler, 2003; p 144). A sampling time of 180s is used for 

measuring the flow at each location during the experiment. For a 180s sample at 60 kHz, 

n = 10,800,000. L1 is the precision index or unbiased estimator of the population standard 

deviation is calculated from  

L1 = �∑ (RM − RÏ)!ÔMÕ�¾ − 1 ��/!                                                       (A. 3) 

Mean velocities measured at the empty wind tunnel with precision uncertainty are 

presented in Table A.1. Table A.2 presents the mean velocities over the windward roof 

with precision uncertainty. A confidence interval of 95% is used.  
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Table A.1: Precision uncertainty of the measurement of mean stream-wise velocity at the 

empty wind tunnel (here, Z is the height from the bottom of the wind tunnel and ZEH is 

the eaves height) 

Sample RÏ ± LÐ for a 95% confidence level (m/s) 

Z/ZEH = 0.3 4.31±0.00052 

Z/ZEH = 1.0 4.91±0.00055 

Z/ZEH = 5.2 6.25±0.00058 

Z/ZEH = 8.8 7.03±0.00058 

 

Table A.2: Precision uncertainty of the mean stream-wise velocity over the windward 

roof of the building (here, s is the distance from the leading edge of the roof, S is the total 

roof length, Z is the normal distance from the roof surface and ZEH is the eaves height) 

Sample RÏ ± LÐ for a 95% confidence level (m/s) 

s/S = 0.0, Z/ZEH = 0.03 4.94±0.00067 

s/S = 0.0, Z/ZEH = 0.83 5.07±0.00058 

s/S = 0.6, Z/ZEH = 0.08 4.73±0.00056 

s/S = 0.6, Z/ZEH = 0.83 5.45±0.00059 

s/S = 1.0, Z/ZEH = 0.08 5.75±0.00064 

s/S = 1.0, Z/ZEH = 0.83 5.94±0.00061 

 

Bias error 

Bias errors are caused from signal drift or from electrical noise in the environment. To 

reduce these errors, the reference wires for the single-wire and cross-wire output signals 

were connected to the ground terminal via a 100 kΩ resistor. Also, shielded BNC 

(Bayonet Neill-Concelman) cables were used between the sensor and the connector box. 
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Plastic sleeves are wrapped around the coaxial cable and junctions to avoid ground loops 

and noise pickup from metal-to-metal contact.  

According to the HWA manufacturer, the voltage from a CTA with a wire probe can be 

acquired and converted into a velocity sample with an uncertainty of approximately 1% 

with a 95% confidence interval with reference to the calibration and neglecting the 

uncertainty of the calibrator itself. Calibrator is also provided by the same manufacturer. 

When the uncertainty of calibrator is included, the uncertainty of a velocity sample 

increases to 3% (Jorgensen, 2002). Over a velocity calibration range of 25 m/s, the bias 

error along with the calibration error is Ba = 0.75 m/s. 

Data acquisition errors 

The United Electronics Industries (www.ueidaq.com) WIN-10/30DS data acquisition card 

has 12 bit resolution for the analog-to-digital conversion of the hot-wire signals. A range 

of 0-5 V allows a precision of 0.3 mV. 

Bias uncertainties: 

Total system accuracy: ± 3.5 LSB (Least Significant Bit) 

Differential non-linearity error: ± 1 LSB max 

(4.5/212)×100 = 0.11% of the full scale velocity range. 

Bb = 0.0011×25 m/s = 0.0275 m/s 
Gain error: ± 5 LSB 

(5/212)×100 = 0.12% of the full scale velocity range. 

Bc = 0.0012×25 m/s = 0.03 m/s 
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Precision uncertainties: 

Quantization uncertainty: ±0.5 LSB 

(0.5/212)×100 = 0.01% of the full scale velocity range 

Sb = 0.0001×25 m/s = 0.0025 m/s 
Noise uncertainty: 0.5% 

Sc = 0.005×25 m/s = 0.125 m/s 
Combining bias and precision uncertainties 

Ù1 = (ÙÐ! + Ù/! + Ù?!)�/! = (0.75! + 0.0275! + 0.03!)�/! = 0.75 �/Ú 
L1 = (LÐ! + L/! + L?!)�/! = (0.00067! + 0.0025! + 0.125!)�/! = 0.125 �/Ú 
For a 95% confidence level, TÒ/! = 1.96 is used on the precision uncertainty, 

¦9 = �Ù1! + TÒ/! × L1!��/! = (0.75! + 1.96 × 0.125!)�/! = 0.77 �/Ú 
Thus, an estimate of the maximum uncertainty of the local velocity measurements is ± 

0.77 m/s. 
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Appendix B 

Effect of the Cooling Duct 

In the Building Integrated Photovoltaic/Thermal (BIPV/T) roof system PV panels form 

the exterior layer of the roof, replacing roof shingles. Fan-driven air re-circulates in a 

channel underneath the panels, cooling them and enhancing their efficiency. This channel 

is often known as the cooling duct. To predict the effect of the cooling duct on the 

exterior CHTC of the BIPV/T system due to the possible change in the wind flow field  

 

Figure B.1: Illustrations of the house with the BIPV/T system 

PV Panel 

Cooling Duct 
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around the system, a 2-D simulation has been carried out using the SST k-ω turbulence 

model with the LRNM grid. Dimensions of the house with the BIPV/T system mounted 

on its windward roof are shown in Figure B.1. At the domain inlet, an atmospheric 

boundary layer velocity profile with z0 = 0.03m, representing an open terrain, is used and 

the  Re of the flow is 3.9x105, based on the velocity at eaves height and the PV panel 

length (2.4 m). In the simulations, the longitudinal turbulence intensity, that is imposed at 

the inlet, is based on the Engineering Science Data Unit (ESDU 83045) for z0 = 0.03 m. 

Temperature of the PV panel is kept to a constant value of 313 K whereas the ambient 

temperature is 263 K. Exterior CHTC profiles of the PV panel with and without the 

cooling duct are compared (Fig. B.2). The comparison shows that the effect of the 

cooling duct on the exterior CHTC of the PV panel is negligible. 

 

Figure B.2: Comparison of CHTC profiles of the PV panel with (solid line) and without 

(dashed line) the cooling duct. Here, s is the distance from the leading edge and S is the 

total length of the PV panel
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