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Abstract

This paper investigates the problem of survivable traffic grooming (STG) in shared mesh optical networks and proposes different frame-
works for improving the survivability of low speed demands against multiple near simultaneous failures. Spare capacity reprovisioning has
recently been considered for improving the overall network restorability in the event of dual failures; here, after the recovery form the first
failure, some connections in the network may become unprotected and exposed to new failures. Capacity reprovisioning then allocates pro-
tection resources to unprotected and vulnerable connections so that the network can withstand a future failure. In this paper, we propose
two different reprovisioning schemes (lightpath level reprovisioning, LLR, and connection level reprovisioning, CLR); they differ in the
granularity at which protection resources are reprovisioned. Further, each of these schemes is suitable for a different survivable grooming
policy. While LLR provides collective reprovisioning of connections at the lightpath level, CLR reprovisions spare bandwidth for lower
speed connections instead. We use simulation methods to study the performance of these schemes under two grooming policies (PAL
and PAC), and we show that while CLR reprovisions substantially many more connections than LLR (i.e., potentially more management
overhead) CLR yields a much better network robustness to simultaneous failures due to its superior flexibility in using network resources.
� 2006 Elsevier B.V. All rights reserved.
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1. Introduction

Over the past decade, research efforts have focused on
improving the survivability of optical networks using either
proactive (i.e., protection using preplanned resources) or
reactive (i.e., dynamic discovery of alternate resources)
mechanisms [1–3]. Recent research has also focused on
improving the service availability of these networks against
multiple simultaneous failures either through preplanned
redundant capacity [4–6] or through capacity reprovision-
ing [7–11] or further using p-cycle reconfiguration1 [12] in
0140-3664/$ - see front matter � 2006 Elsevier B.V. All rights reserved.
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placed into the network.
mesh networks. Most, if not all, of these efforts have
assumed that every user demands a bandwidth equals to
the full wavelength capacity. Currently, the transmission
rate of a wavelength channel is STS-192 (10 Gbps) and
expected to grow to STS-768 (40 Gbps) in the near future.
Bandwidth requirement of a typical connection request
varies, however, from full wavelength capacity to as low
as STS-1 or lower. Hence, it is necessary to efficiently pack
these lower speed demands (or connections) onto high
capacity light channels (also known as lightpaths) in order
to better utilize the network resources. This problem has
emerged lately and is known as the traffic grooming prob-
lem [13–16]. Traffic grooming refers to the problem of effi-
ciently packing low-speed connections onto high-capacity
lightpaths in order to better utilize the network resources
[13] and has been studied extensively over the past years
both for SONET/WDM ring networks [17,18] as well as
in optical mesh networks [13–16].
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2 A lightpath layer or logical layer is the set of lightpaths currently in the
network.
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Now, how to efficiently groom such low-speed connec-
tions while satisfying their protection requirements is best
known as survivable traffic grooming (STG) problem and
presently is attracting some considerable research efforts
[19,20]. The authors of [19] have proposed different frame-
works for protecting low-speed connections against single
link failures in optical mesh networks and have shown that
providing collective protection of connections at lightpath
level (PAL) achieves better performance than protecting
at the connection level (PAC) while it also requires a small-
er number of grooming ports. To make connections surviv-
able under various failures, such as fiber cut and duct cut,
the authors of [20] studied the static STG problem under
the general shared risk link group diverse routing con-
straints where protection is provided at the lightpath level.
In this paper, we revisit the STG problem in mesh networks
and we study the survivability of connections against multi-
ple concurrent failures where concurrent implies that the
new failure occurs before the previous failure has been
repaired. We focus on mesh networks that are only
designed to withstand all single link failures either through
lightpath level protection or through connection level pro-
tection with shared backup resources. To combat the effect
of multiple failures, we propose to use capacity reconfigu-
ration after the occurrence of the first failure in order to
reprovision new protection capacity for unprotected or vul-
nerable demands. Namely, when a link failure occurs, all
demands routed through that link will fail and are rerouted
to their protection connections. These demands and other
demands whose protection paths were originally routed
through the failed link become unprotected. Moreover,
when a demand is restored onto its protection, the protec-
tion capacity is now activated and can no longer be shared;
hence other connections sharing the protection resources
become vulnerable. Therefore, one needs to identify these
unprotected and vulnerable connections/lightpaths and
assigns/reprovisions for them new protection capacity in
order to improve their robustness.

We present lightpath and connection level reprovision-
ing as complementary approaches for STG to achieve
better service robustness against multiple failures. Note
that when connections are protected at the lightpath level,
the process of reprovisioning takes place at that level
(thereafter referred to as lightpath level reprovisioning,
LLR); in other words, only the lightpaths that become
unprotected/vulnerable need to be reprovisioned. Alterna-
tively, if connections are protected at the connection
level, reprovisioning takes place at connection level (con-
nection level reprovisioning, CLR). One critical difference
between the two schemes is the granularity at which
backup bandwidth is reprovisioned and the number of
connections to be reprovisioned. While in LLR, light-
paths (whose number is substantially much smaller than
the number of connections they carry) are reprovisioned,
individual connections are reprovisioned in CLR. One
drawback of LLR is that when a lightpath remains
unprotected after reprovisioning, all the connections rout-
ed through this light-path are unprotected. Moreover, a
lightpath is reprovisioned by requesting or searching for
resources on the physical layer although protection
resources may be available at the lightpath layer.2 CLR
on the other hand reprovisions unprotected/vulnerable
connections first at the logical layer instead and then at
the physical layer. We compare the performance of these
two schemes and present some simulation results on the
robustness of the network under both reprovisioning
frameworks. Our results show that connection level rep-
rovisioning substantially outperforms the lightpath level
reprovisioning. The rest of the paper is organized as fol-
lows. Section 2 presents an overview of the survivable
traffic grooming problem and we present some simple
heuristics and compare their performance. Section 3 pre-
sents a detailed study of the reprovisioning approaches
and we quantify their performances in Section 4. Finally,
we conclude in Section 5.

2. Survivable traffic grooming

2.1. Background

Grooming connections while still satisfying their pro-
tection requirements is known as survivable traffic groom-
ing, STG [19,20]. Different schemes have been proposed
for protecting connections, namely protection at lightpath
level (PAL), mixed, and separate protection at connection
level (MPAC and SPAC). Under PAL, a connection is
typically routed through a sequence of protected light-
paths (p-lightpaths), where a p-lightpath is a pair of work-
ing and link-disjoint backup lightpaths. A working
lightpath consumes one grooming add port and one drop
port and wavelengths along the route of a lightpath are
reserved and configured. Resources for a protection light-
path, on the other hand, are only reserved and they are
setup after the failure. Hence, a protection lightpath does
not consume any grooming add/drop ports. Normally, a
demand is routed over a multihop route (sequence of
p-lightpaths) if there is no direct lightpath with enough
capacity connecting the source and the destination of
the demand. In case of a failure along the working light-
path, the carried traffic (i.e., the set of connections routed
through this lightpath) is restored onto the protection
lightpath; only the end (and intermediate) nodes of the
lightpath are aware of the switching and the end nodes
of the failed connections are oblivious to this protection
switching.

Fig. 1a shows an illustrative example of 4 p-lightpaths.
A demand, d1, between nodes A and F can be routed
through lightpaths (l1–l2), where l1 and l2 are protected
by b1 and b2 respectively. Note that under PAL two
p-lightpaths can share wavelengths along their protection
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Fig. 1. Illustrative examples of STG.
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lightpaths if their corresponding working lightpaths are
link disjoint. For example, l2 and l3 can share the same
protection wavelength along link (D–E) since they are
link disjoints.

Alternatively, PAC provides end to end protection at
the connection level and has two variants (SPAC and
MPAC) that differ in the way connections are protected
[19]. In SPAC, a connection is routed via a link-disjoint
working and backup routes. The working traverses a
sequence of lightpaths and the backup traverses a sequence
of wavelength links, where each wavelength link consumes
a pair of grooming ports, add and drop, at each end of the
link. Under MPAC, a demand is routed via link-disjoint
working and backup paths each traversing a sequence of
lightpaths. Each lightpath consumes a pair of grooming
ports, one add at the source and one drop at the destina-
tion. Every lightpath traversed by a working connection
reserves a fixed amount of bandwidth to carry the traffic.
A lightpath that is traversed by a backup connection corre-
spondingly reserves a fixed amount of its capacity to pro-
tect against the failure of the working connection. In this
paper, we will only use MPAC and we use the term PAC
to refer to this grooming policy.

A working connection fails when any of the lightpaths
that it traverses fails. Upon the failure, the source node
of the failed demand switches traffic from the working into
its corresponding backup. Bandwidth sharing is achieved
under MPAC when two demands have their corresponding
working connections physically end-to-end link-disjoint
and their backup connections traverse the same light-
path(s). Fig. 1b shows an example of PAC grooming.
The figure shows a set of existing lightpaths; when a new
demand d1 arrives (e.g., between nodes C and H and
demanding a bandwidth of STS-12), it is routed through
l5 and l2 and is protected by lightpaths l6, l4, and l1. A
demand, d2, between nodes D and E and bandwidth
2 · STS-12 can be routed through l3 and protected by l4.
Here, d1 and d2 are both end-to-end link-disjoint and both
share the same lightpath l4, hence they can both share the
protection bandwidth reserved along l4 and the new protec-
tion bandwidth reserved along l4 becomes 2 · STS-12.
When a link fails, the lightpaths routed through that link
will fail and hence the connections routed through every
failed lightpath will also fail.
2.2. Comparison between PAL and PAC

These schemes differ in the routing and the backup
bandwidth sharing. In terms of routing, PAL provides
end to end protection at the lightpath level whereas PAC
provides end to end protection at the connection level. In
PAL, after the failure of a link, the end nodes of a failed
lightpath configures the protection lightpath and switch
the traffic into it and the end nodes of the connections
are unaware of this process. Alternatively, in PAC the
end nodes of the failed connections configure their backup
paths and restore the traffic. Under PAL, only working and
protection paths of a p-lightpath must be link disjoint and a
connection routed through a sequence of p-lightpaths is
normally protected against any single link failure (that is
the working and protection path of a demand need not
be end to end link-disjoint). In PAC, however, the working
and backup routes of a demand must be end to end link
disjoint; when a demand spans multiple lightpaths, it
becomes difficult to find a protection path.

With respect to backup sharing, protection wavelength
links are the resources that can be shared in PAL. Namely,
two p-lightpaths can share the same protection wavelength
link if their working lightpaths are link disjoint and their
protection lightpaths traverse through that same protection
wavelength. Hence, all working connections traversing these
p-lightpaths are said to be sharing that protection wave-
length link. However, under PAC (i.e., MPAC) the sharing
unit is a lightpath (or the backup bandwidth reserved in a
light-path). Hence, two demands (d1 and d2) under PAC
can share protection bandwidth in a lightpath l if (1) their
corresponding working connections are end to end diversely
routed and (2) their protection connections traverse light-
path l. Then the backup bandwidth required on l is
max(bw1,bw2) where bw1 and bw2 are the bandwidth require-
ments of demands d1 and d2, respectively. Clearly, since a
lightpath may traverse multiple physical links and a connec-
tion is routed through multiple lightpaths, it is less likely that
conditions (1) and (2) are together satisfied and hence band-
width sharing is hard to achieve. All these reasons make
PAC algorithm less attractive than PAL; the authors of
[19] have evaluated using simulations the performance dif-
ferences between PAL, SPAC, and MPAC. Overall results
showed that PAL achieves best performance when the
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number of grooming ports is either small or moderate.
Moreover, as mentioned earlier, under PAL only the work-
ing lightpath consumes add/drop grooming ports whereas
under PAC every lightpath consumes add/drop grooming
ports (note in SPAC every wavelength link along the protec-
tion route consumes one pair of add/drop ports). PAC, on
the other hand, allows both working and protection connec-
tions of different demands to be routed through the same
lightpath, a flexibility that does not exist under PAL.

2.3. STG grooming heuristics

Clearly, while PAL trades the flexibility in grooming for
the freedom of backup sharing, PAC allows working and
backup connections of different demands to be groomed
on the same lightpath. However, one major drawback for
PAC is the difficulty in sharing backup bandwidth between
the demands. Unlike PAL where wavelength links are
shared between p-lightpaths, in PAC two demands can
share backup bandwidth if the two conditions of the previ-
ous section are both satisfied. Since, every lightpath tra-
verses a sequence of wavelength links, these two
conditions are difficult to meet due to the conflict in finding
link disjoint working routes for demands whose protection
routes share the same lightpath. This conflict is further
exacerbated as the physical hop count of lightpaths gets
larger. However, due to the flexibility of PAC, we propose
some simple modifications to improve the efficiency of
backup bandwidth sharing. We note first that if the physi-
cal hop count of every lightpath is limited to one, then in
terms of backup sharing MPAC becomes similar to SPAC;
further, since MPAC allows protection and working capac-
ity to be groomed on the same lightpath, then this new
MPAC-1 (1 means a lightpath is limited to one hop)
achieves both high flexibility and better bandwidth sharing.
However, the grooming capacity requirement could be
excessive. Therefore, we propose to limit the length of a
lightpath in order to improve the backup bandwidth shar-
ing while still maintaining the flexibility of routing. This
new version of PAC is referred to as PAC-HCL, where
HCL refers to Hop count limit and HCL P 1.

Next, we explain the STG heuristic; in response to a new
connection request, PAC-HCL first computes two link dis-
joint paths from source to destination using Dijkstra Algo-
rithm in the existing logical topology. Every lightpath
along the working path must have enough bandwidth to
carry the new demand. Along the protection path, band-
width sharing is used. Every lightpath (l) reserves backup
bandwidth (vl) to protect all the connections whose protec-
tion paths traverse through this lightpath. Note,
vl ¼ max8e02Efve0

l g, where ve0
l is the amount of bandwidth

reserved on lightpath l to protect against the failure of link
e (0 6 ve0

l 6 OC-192) and E is the set of all links in the net-
work. When a new connection of bandwidth w is protected
by l, the additional backup bandwidth reserved on l is al

and is determined as follows: al ¼ maxfvnew
l � vl; 0g, where

vl ¼ max8e02Efve0;new
l g and ve0;new

l ¼ ve0
l þ w if the working
connection of the new demand traverses through e 0, other-
wise ve0 ;new

l ¼ ve0
l In case there is no enough bandwidth to

route and/or protect the demand on the logical layer, then
new a lightpath(s) is setup on the physical layer for either
the working or protection or both paths.

At the physical layer, the source node computes the
shortest path route to the destination (s�x1�x2�� � ��xn�d).
The source will select a node xi from the shortest path that
is HCL hops away and check whether there is a direct light-
path already setup with enough capacity (or with enough
sharable capacity in case of a protection connection). If
there is not, the source node checks for a node that is
HCL-1 hops away from the source node and so on until
a lightpath is found. If a node (xi) is found, the same pro-
cedure as before is run again between xi and the destina-
tion. Let xt(xt = s if there is no direct lightpath between s

and any node on its shortest path that is at most HCL hops
away from s) be the node after which there is no outgoing
lightpath(s) to any node along the shortest path to d. At
this point, the algorithm tries to ‘‘setup’’ a new lightpath
from xt to a node that is HCL hops away. If that fails, then
a node that is HCL-1 hops away is checked and so on until
a lightpath is setup. If a lightpath is found, then the same
procedure is repeated until a route is established all the
way to the destination. At any step, if a lightpath could
not be setup, the request is dropped and all allocated
resources are released. With regards to PAL, the same
algorithm as in [19] is implemented.

Algorithm 1. Pseudo code of the provisioning in PAC-
HCL

Input: A network represented as a directed graph
G = (V, E,k,P), where V is a set of nodes, E is the set
of unidirectional physical links, k specifies the number of
wavelengths on each link, and P specifies the number of
grooming ports at each node. The logical topology of this
network is represented as a graph G 0 = (E,L), where L is
the set of lightpaths.

Output: Link-disjoint working and backup paths, or
NULL if fails.

1. Compute a pair of shortest and physically link-disjoint
logical paths (i.e., a working path with enough band-
width and a protection path with enough sharable band-
width) from src to des; if successful, return the two
paths, otherwise compute the shortest physical working
path wroute = (src�x1�x2�� � ��xn�des). The source
will select a node xi and go to step 2.

2. The node s (s = wroute[0]) will check whether there is an
existing direct lightpath to a node along the path which
is HCL hops away and has enough capacity; if there is
not, check for a lightpath with HCL-1 hops from the
source node and so on until a lightpath is found. If there
is such a lightpath (assume its destination node is xt),
then wroute ‹ (xt � xt+1 � � � � � des) and repeat step 2
on wroute. If a working path has been found to the des-
tination, go to step 4, otherwise, go to step 3.
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3. Let xt be the node after which there is no outgoing light-
path(s) to any node along wroute. Then, try to establish a
new lightpath from xt to a node that is HCL hops away.
If this fails, then a node that is HCL-1 hops away is
checked and so on until a new lightpath is setup. If a
lightpath is setup and assume its destination node is
xt0 , then wroute ðxt0 � xt0þ1 � � � � � desÞ and go to step
3. If a working path has been found to the destination,
go to step 4; otherwise, return NULL.

4. Eliminate the working path in graph G, find the shortest
physical path broute from src to des; repeat the same
procedure in steps 3 and 4 on broute to provision the
backup path (backup sharing as explained in Section
2.3 is considered). If the backup path can be provisioned
successfully, return working and backup paths; other-
wise, release the resources reserved along the working
path and return NULL.
3. Connection and lightpath level reprovisioning

Various research efforts [4–6] have addressed the prob-
lem of routing connections under dual-failure assump-
tions, and findings show that designs offering complete
dual-failure restorability require more than double the
amount of spare capacity. In order to avoid this excessive
deployment of extra spare capacity in the network, capac-
ity reprovisioning or reconfiguration after the occurrence
of and recovery from the first failure has been proposed
[7–12]. This problem has recently been studied for mesh
networks where every request is considered to consume
the full wavelength capacity. After the occurrence of the
first failure, the failed lightpaths are restored from their
working paths into their protection paths. These recov-
ered lightpaths and other lightpaths that were originally
protected by protection resources on the failed link now
become unprotected and exposed to a second failure.
Moreover, protection wavelength links along recovered
lightpaths are now active and hence can no longer be
shared with other demands. As a result, all demands that
were not directly affected by the failure but their protec-
tion paths can no longer share backup resources become
vulnerable to new failures.

Spare capacity reconfiguration provides a mechanism
by which one can find and allocate new protection capac-
ities for these newly-unprotected lightpaths without a pri-
ori knowledge of the location of the second failure. We
assume multiple near simultaneous link failures, where a
second failure occurs after the first failure is recovered
from, but before it is physically repaired. In this section
we consider low-speed connection requests and propose
two frameworks for improving their survivability against
multiple failures. The first scheme is lightpath level repro-
visioning (LLR) that relies on PAL and the second is con-
nection level reprovisioning (CLR) which rather relies on
PAC.
3.1. LLR

As mentioned before, under PAL a connection traverses
a sequence of p-lightpaths. The working route of a connec-
tion traverses the sequence of working lightpaths and is
protected by the sequence of corresponding protection
lightpaths. Consider every link in the network to be associ-
ated with a conflict set to identify the sharing potential
between protection lightpaths [19,21]. The conflict set ve

for link e can be represented as an integer set,
fve0

e j8e0 2 E; 0 6 ve0
e 6 kðeÞg, where ve0

e is the number of
working lightpaths that traverse link e 0 and are protected
by link e, E is the set of all links in the network, and k(e)
is the number of wavelengths per link e. Then, the number
of protection wavelengths reserved on link e to protect
against the failure of any other link in the network is given
by v�e ¼ max8e02Efve0

e g.
When a link (e.g., f) fails, all lightpaths routed through

that link also fails and accordingly all the connections car-
ried by these lightpaths fail. The failed lightpaths are rero-
uted onto their corresponding protection lightpaths and
consequently become unprotected and exposed to a new
failure. For example, when link (G–H) in Fig. 1a fails, then
lightpath l3 fails and is restored into its protection lightpath
b3. All connections routed through l3 will fail and will be
restored to b3. Note that b3 and the restored connections
are all exposed to a new failure. Moreover, all the demands
that were originally protected by link f have lost their pro-
tection resources and become unprotected. For example,
all connections traversing l4 now become unprotected
because the backup path b4 has lost its protection wave-
length on the failed link (G–H).

Upon the recovery of the failed lightpaths to their pro-
tection routes, some backup wavelengths on a link, say e,
may be activated if at least one of these protection light-
paths traverses through link e. Hence, the number of new
available protection wavelengths on link e is va

e ¼ v�e � vf
e

and the number of protection wavelengths on link e
required to protect against a future link failure in the net-
work is vnew

e ¼ max8e02E�f fve
e
0g. If vnew

e > va
e , then some of

the existing lightpaths that were not directly affected by
the failure are vulnerable to a new failure because link e

does not have enough protection capacity. For example,
before the failure, link (D–E) reserves only one wavelength
(v�DE ¼ 1) to protect l2 and l3. When l3 is rerouted to b3 after
the failure, va

DE ¼ 0 and vnew
DE ¼ 1, hence l2 is vulnerable to a

new failure.
Let e1,e2, . . . ,eF be the set of links traversed by some

active protection light-paths after the first failure; then
the set of all vulnerable lightpaths can be identified. A con-
nection that traverses an unprotected p-lightpath is unpro-
tected and similarly a connection that traverses a
vulnerable p-lightpath is also vulnerable. In LLR, the
resources along the failed lightpaths are released, and every
unprotected lightpath that is identified is reprovisioned by
computing and allocating new protection capacity for this
lightpath. On the other hand, some of the vulnerable



C. Assi et al. / Computer Communications 29 (2006) 3900–3912 3905
lightpaths need to be reprovisioned in order to reduce the
vulnerability of the network to a second failure. When a
vulnerable light-path is reprovisioned, some other vulnera-
ble lightpaths may become protected [9,10] if they were
originally contending with the reprovisioned lightpath for
the same protection wavelength on a particular link.
Hence, a vulnerable light-path l becomes protected after
the reprovisioning of another lightpath, when for every link
(e) along the backup of l we have va

e P max8e02E�f fve
e
0g.

Each time a new vulnerable lightpath is reprovisioned,
the set of remaining vulnerable lightpaths is identified; this
procedure continues until all vulnerable lightpaths are rep-
rovisioned or no more reprovisioning is possible. Note that
there are many policies [9] for selecting a vulnerable light-
path from the set, for simplicity we select a vulnerable
lightpath randomly.

3.2. CLR

CLR is used when connections are protected at the con-
nection level. Recall that a connection traverses a sequence
of lightpaths and is also protected by a sequence of link dis-
joint lightpaths. The backup sharing between two connec-
tions is at the lightpath level, see Section 2. Let Ae0

l be the
set of all connections ci (i = 1, . . . ,M) each with bandwidth
wi traversing physical link e 0 and protected by lightpath l.
The bandwidth reserved on lightpath l to protect against
the failure of link e 0 is ve0

l ¼
PM

i¼1ðwiÞ; 0 6 ve0
l 6 STS-192.

The total amount of backup bandwidth reserved on light-
path l to protect against the failure of any link e 0 in the net-
work is v�l ¼ max8e02Efve

l
0g.

Algorithm 2. Pseudo code of LLR

1. Identify a set Lu composed by unprotected lightpaths
(lu

1; l
u
2; . . . ; lu

m), then release unavailable resources along
these unprotected lightpaths and reprovision them by
allocating new protection wavelength(s) in the physical
topology, as explained before. If an unprotected light-
path lu

i cannot be reprovisioned, move it to another set
Lu

after.
2. Identify a set Lv composed by vulnerable lightpaths

(lv
1; l

v
2; . . . ; lv

m). For each vulnerable lightpath li, reprovi-
sion it using the same method as in step 1. If not success-
ful, move li to another set Lv

after; otherwise, remove li
from Lv and reidentify other vulnerable lightpaths in
Lv and Lv

after, then repeat step 2 until there are no vulner-
able lightpaths or no more reprovisioning is possible.

When a link f fails, all lightpaths traversing link f fail
and accordingly all connections routed through these light-
paths will also fail. These connections will be rerouted onto
their protection routes and become unprotected and hence
exposed to new failures. For example, a connection c1 of
bandwidth 2 · STS-l between nodes C and H is routed
through working path (l5–l2) and protected by (l6–l4–l1),
see Fig. 1b. When link (C–G) fails, the connection is
restored to its end to end backup path and after recovery,
the connection becomes exposed. Similarly, all connections
that were originally protected by any light-path traversing
link f also become unprotected. For example, a connection
(c2) between nodes C and E whose working is (l6, l4) can be
protected by l5. Hence, when (C–G) fails, l5 fails and the
connection c2 loses its protection bandwidth and becomes
unprotected. Now, when a connection is restored into its
protection route, the backup bandwidth reserved on any
lightpath along the protection route for this connection is
activated and can no longer be shared. Hence, a lightpath
l will have va

l ¼ v�l � vf
l available protection capacity to pro-

tect against a new failure. The protection capacity required,
however, on lightpath l to protect against the future failure
of any link is vnew

l ¼ max8e02E�ffve0
l g. For example, if a con-

nection c3 (4 · STS-l) between nodes D and E (Fig. 1b) has
its working traversing l3 and protected by l4; this connec-
tion can share protection bandwidth along l4 with connec-
tion c1 since the working paths of these two connections are
link disjoint. Hence, l4 reserves max(2 · STS-l, 4 · STS-
l) = 4 · STS-l to protect these two connections. When link
(C–G) fails, the available backup bandwidth on l4 becomes
4 · STS-1 � 2 · STS-l = 2 · STS-l, which is not sufficient
to protect c3. Hence, c3 becomes vulnerable to a new
failure.

Let Cl be the total capacity of a lightpath, Rl be the
residual capacity, Al be the bandwidth used by working
and active backup connections; hence, Rl ¼ Cl � Al � va

l .
Let D = {l1, l2, . . . , l1} be the set of all lightpaths on which
failed connections are rerouted. If for every li (i = 1, . . . ,L),
(1) va

li
P vnew

li
, then there will be no vulnerable connections

in the network; or (2) va
li
þ Rli P vnew

li
, then the lightpath li

has enough available capacity (and should be reserved) that
can protect against the failure of any link in the network.
Hence, the backup capacity reserved along li becomes
vnew

li
¼ max8e02E�f fve0

li
g. In this case, only unprotected con-

nections as mentioned earlier need to be reprovisioned.
Alternatively, when (1) and (2) are not satisfied for at least
one lightpath li, then some connections in the network are
vulnerable to a new failure. In this case, the set of all vul-
nerable connections is identified (as in LLR); a vulnerable
connection is reprovisioned by allocating new protection
capacity on its backup route. The set D is updated and con-
ditions (1) and (2) are checked again for vulnerable connec-
tions. The same procedure is repeated until there are no
more vulnerable connections or no more reprovisioning is
possible.

Algorithm 3. Pseudo code of CLR

1. Identify a set U of unprotected connections
CU

1 ;C
U
2 ; . . . ;CU

m .
2. Reprovision each connection CU

i . If not successful,
move CU

i from U to another set Uafter (which stores
the unprotected connections after reprovisioning).
Repeat step 2 until U is empty or no more reprovision-
ing is possible.
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3. Initialize a set V composed by vulnerable connections
CV

1 ;C
V
2 ; . . . ;CV

m, which are identified by the model
described in Section 3.2.

4. Reprovision connection CV
j . If successful, remove CV

j

from V; otherwise, move CV
j to a set Vafter and in both

cases re-evaluate the remaining vulnerable connections
in the network (i.e., two sets V and Vafter) for vulnerabil-
ity; those that become protected are removed from the
two sets. Repeat step 4 until V is empty and exit. All
connections in Vafter are vulnerable and exposed for
future failures.
3 This flat capacity networks is artificial and is unrealistic of real
networks. It is only used as a suitable test case for research purposes.
3.3. LLR vs. CLR

Both of these schemes rely on spare capacity reprovi-
sioning after the first failure in order to improve the net-
work survivability against a new failure. However, the
two schemes present some critical differences.

The first difference between the two schemes pertains
to the granularity at which each scheme reprovisions pro-
tection bandwidth for its demands. In LLR, unprotected
and vulnerable lightpaths are identified after a link fail-
ure; all unprotected lightpaths are reprovisioned and
some of those that are vulnerable are reprovisioned in
order to resolve the conflict between lightpaths sharing
the same protection resource and reduce the network vul-
nerability to future failures. Hence, the end nodes of the
demands are not aware of this re provisioning process.
The source node of a failed p-lightpath reconfigures
new backup resources without the intervention of end
nodes of the connections it carries. Therefore, when an
unprotected or vulnerable lightpath is successfully repro-
visioned, then all demands traversing this lightpath
becomes protected conversely, if the lightpath could not
be reprovisioned, then all the demands it carries are
unprotected. Thus, LLR provides collective reprovision-
ing for low speed connections. On the other hand, in
CLR connections are reprovisioned at a smaller granular-
ity. Here, the number of connections that are unprotect-
ed or vulnerable is substantially much more than the
number of unprotected or vulnerable lightpaths (although
the number of unprotected or vulnerable connections in
both cases may be the same). In CLR, the end node of
every unprotected/vulnerable connection needs to repro-
vision new protection capacity; hence, the management
overhead may be excessive.

A second difference between LLR and CLR pertains to
the method of reprovisioning. In LLR, all lightpaths are
reprovisioned by setting up new protection resources on
the physical layer. If resources are not available, then the
reprovisioning fails and the lightpath remain unprotected.
Alternatively, under CLR, unprotected connections are
reprovisioned first on the logical layer; that is, the algo-
rithm first attempts to allocate protection resources on
already existing lightpaths. If this fails, then the physical
layer is requested to setup new lightpaths. Hence, although
the number of unprotected connections to be reprovisioned
(under CLR) is much larger than the number of unprotect-
ed lightpaths (under LLR), CLR enjoys more flexibility for
capacity reprovisioning. This is particularly advantageous
when CLR is implemented with PAC-HCL since this latter
has better flexibility and more efficient bandwidth sharing
than PAC.

4. Performance evaluation

This section presents quantitative comparisons between
PAL, PAC, and PAC-HCL (HCL = 3 throughout the sim-
ulations) presented in Section 2 and it also compares the
performance of LLR and CLR presented in Section 3.
We simulate a dynamic network environment where con-
nection requests are uniformly distributed between all
source–destination pairs and their arrival process is Pois-
son. The connection holding time of each connection fol-
lows a negative exponential distribution. The capacity of
each wavelength is STS-192; the number of the connection
requests follows the distribution: STS-1:STS-3c:STS-
12c:STS-48c = 12:5:2:1. The load (in Erlangs) is defined
as the arrival rate of connection requests times average
holding time times a connections average bandwidth nor-
malized in the unit of STS-192. The network we simulated
consists of 24 nodes and 43 bi-directional links [9,19] and
the number of wavelengths per link is W = 8.3 Our exper-
imental work is divided into two parts; the provisioning
or grooming performance and the reprovisioning
performance.

4.1. Provisioning results

We compare PAL, PAC, and PAC-HCL using the fol-
lowing metrics: bandwidth blocking probability (BBP),
length of working and backup paths, impact of grooming
capacity, and efficiency of backup sharing.

Fig. 2 shows the BBP for the different grooming
schemes; the number of grooming ports is 16 (16 add
and 16 drop) per node. The BBP is defined as the amount
of bandwidth blocked over the amount of bandwidth
requested. The figure shows that PAL and PAC-HCL
have comparable performance with PAC-HCL slightly
outperforming PAL; while PAC on the other hand is
exhibiting worse performance than the other schemes.
The reasons are as follows. First, under PAC, a connec-
tion traverses a sequence of lightpaths and is protected
by another physically disjoint sequence of lightpaths.
When a lightpath traverses more hops (i.e., is longer),
finding two sets of lightpaths that are end to end physical-
ly disjoint becomes more difficult (physical disjoint con-
straint). Second, sharing of backup bandwidth under
PAC is end to end; that is, as mentioned in Section 2,
two connections must be link-disjoint themselves and
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should have their protection paths traversing the same
lightpath in order for them to share protection bandwidth
on that lightpath. This is difficult to achieve under PAC
due to the physical disjoint constraint particularly when
lightpaths may traverse more physical hops. Third, in
PAC although the bandwidth on the existing lightpaths
may be available for carrying new connections, the phys-
ical disjoint constraint prevents some of these connections
from being routed on the logical topology and instead
they are routed on the physical topology by setting up
new lightpaths and therefore consuming new wavelengths.
And fourth, since a connection when successfully routed
may traverse more physical hops, it essentially consumes
more bandwidth resources and therefore increases the
bandwidth blocking probability.

Alternatively, in PAL, a connection traversing p-light-
paths does not necessarily have to be end to end disjoint;
only the working and protection lightpaths of a p-light-

path need to be. Moreover, backup sharing is not end
to end between connections and it is at the p-lightpath

level.4 That is, two connections can share protection
bandwidth although they are not end to end link-disjoint
themselves. It is sufficient that they both traverse a pair of
p-lightpaths where the working of these p-lightpaths are
disjoint and their protection share a common wavelength
link. PAC-HCL, on the other hand, outperforms PAL
since it allows the grooming of protection and working
bandwidths on the same lightpath. It also outperforms
PAC since restricting the hop count of a lightpath yields
better flexibility in finding disjoint routes on the logical
topology and furthermore backup bandwidth sharing is
better exploited.
4 In a sense, PAL behaves like link protection of a mesh network
whereas PAC behaves like path protection.
Fig. 3 shows the physical hop count for working and
protection connections in all three schemes. We have two
findings here. First, connections under PAL are routed
through longer routes than the connections under PAC,
PAC-HCL. Note that PAL allows this because ‘‘backup
sharing’’ condition and ‘‘physically link-disjoint’’ condition
are not end-to-end and rather they are only at the lightpath
level. Second, as the load increases, physical hops of work-
ing/backup paths in all schemes decrease because longer
lightpaths are blocked and connections tend to traverse
shorter routes under higher loads. As expected, by limiting
the hop count of lightpaths in PAC-HCL connections tend
to traverse shorter hops and hence consume less bandwidth
resources; this is one of the reasons that PAC-HCL outper-
forms other schemes.

So far, we have neglected the effects of the network
grooming capacity on the performance of the grooming
schemes. Fig. 4 shows the BBP vs. grooming capacity when
the network load is 24 Erlangs. The figure shows when the
number of grooming add/drop ports is smaller, PAL out-
performs PAC and PAC-HCL. That is expected since a
protection lightpath in a p-lightpath under PAL does not
consume any grooming ports. Unlike PAL, all lightpaths
are setup under PAC and PAC-HCL and each consumes
one pair of add/drop grooming ports. Therefore, when this
number is small, the poor performance of both schemes of
PAC is evident (64–73% blocking). However, as the num-
ber of grooming ports increases, the performance gradually
improves. One notable observation is that PAC-HCL out-
performs PAC, which is different than one would expect;
that is, the shorter is the lightpath, the more grooming
ports one needs to consume. The reason PAC-HCL shows
better performance than PAC is due to the four reasons
mentioned before. The bandwidth in the logical topology
is more judiciously used due to the increased routing flexi-
bility and better bandwidth sharing. Therefore, fewer light-
paths are setup and hence fewer grooming ports are
consumed. Note that when the number of grooming ports
is increased to 16, PAC-HCL slightly outperforms PAL.
This is consistent with Fig. 2 and can be explained by sim-
ilar reasons. It is important to mention here that the aver-
age nodal degree of the network studied is 3.74.

Next, we study the sharing efficiency of backup band-
width under PAC and PAC-HCL. We do not consider
PAL, since sharing is not end to end and is done between
p-lightpaths at the wavelength level (i.e., PAL normally
has better sharing). We measure the total amount of
backup bandwidth reserved at a particular load (e.g., 48
Erlangs) throughout the simulation time for both schemes.
The base of comparison is the dedicated protection, in
which no bandwidth sharing is allowed. Here, if the set
of connections protected by a particular lightpath is
ci(i = 1, . . . ,n) with wi bandwidth per demand, then the
amount of backup bandwidth reserved on that lightpath
to protect those demands is

Pn
i¼1ðwiÞ If sharing is allowed,

then the backup bandwidth reserved on a lightpath l is
v�l ¼ max8e02Efve0

l g, where ve0
l is the bandwidth reserved on
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5 The total number of connections in the network when the link fails in
PAC is smaller than PAC-HCL and the latter is slightly smaller than that
under PAL. Example, 2191 vs. 2340 vs. 2390 at 60 Erlangs loads.
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l to protect against the failure of link e 0 in the network;
ve0

l ¼
PM

i¼1ðwiÞ; 0 6 ve0
l 6 STS-192.

We calculate the saving that bandwidth sharing yields
over the dedicated protection case under both schemes;
e.g., the saving per lightpath l is

Pn
i¼1ðwiÞ � v�l . Clearly,

as Fig. 5 shows, the saving under PAC-HCL is more than
that of PAC which means that backup bandwidth sharing
is more efficient under PAC-HCL. The figure shows a max-
imum bandwidth of almost 3000 STS-1 that PAC-HCL can
additionally save over the savings achieved by PAC. On
average this additional saving is 1772 STS-1. We should
also note here that under PAC-HCL, more demands are
admitted into the network (11.57% more than PAC) and
that the bandwidth reserved to protect the connections is
on average 463 STS-1 less than that of PAC. So, compared
with PAC, PAC-HCL protects more demands by using less
resources.
4.2. Reprovisioning results

In this section, we compare the performance of LLR
and CLR in improving the network robustness against
multiple failures. We simulate the failure of one unidirec-
tional link and we calculate the percentage of unprotect-
ed/vulnerable connections in the network before and
after reprovisioning for the two schemes.

Fig. 6 shows the percentage of unprotected connec-
tions.5 Clearly, under PAL the percentage of unprotected
connections before reprovisioning is more than PAC and
PAC-HCL. To understand the reason, we note here that
the set of unprotected connections include (1) connections
that directly fail and (2) connections that become unpro-
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Table 1
PAC-HCL

Loads A B C D

12 85 85 0 0
24 170 160 9 1
36 342 309 30 3
48 374 305 65 4
60 461 360 79 22

Table 2
PAC

Loads A B C D

12 115 114 1 0
24 230 215 5 10
36 319 290 12 17
48 516 431 56 29
60 594 473 55 66
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tected because they lost their protection connections. Since,
generally more connections are admitted into the network
under PAL, normally more connections in category (1)
become unprotected. However, our simulation results show
that there is a slight higher number of admitted connec-
tions to the network in PAL than PAC and PAC-HCL.
Therefore, this higher percentage shown in Fig. 6 is mainly
coming from category (2). To elaborate, note the fact that
PAL has a better backup bandwidth sharing than PAC and
PAC-HCL; hence, a large number of connections directly
lose their protection paths when a link fails and this
explains the higher percentage of unprotected connections.
Further, note that under PAL the percentage decreases as
the load increases (e.g., from 21% to 15% as the load varies
between 12 Erlangs and 60 Erlangs). Although the percent-
age of unprotected connections decreases, it does not
necessarily mean that the number of unprotected connec-
tions at higher load is lower in the network. The reason
is that at a higher load, the total number of connections
admitted into the network becomes large and hence when
a link fails, the fraction of unprotected demands is higher
in comparison with the fraction at lower loads although
the percentage is lower. PAC and PAC-HCL on the other
hand shows similar results; the percentage of unprotected
connections under PAC-HCL is slightly smaller, however
the total number of unprotected connections between the
two schemes is very close.

Now after reprovisioning, LLR yields a large number of
unprotected connections by comparison with CLR. The
reason that LLR does not have good performance is due
to the granularity at which LLR reprovisions connections;
here, only unprotected lightpaths are reprovisioned,
instead of unprotected connections, by requesting resourc-
es from the physical layer. This means, although resources
may be available at the lightpath layer, they cannot be
exploited. Moreover, when LLR fails to reprovision a
lightpath, all connections traversing that lightpath remain
exposed to a new failure. Alternatively, CLR reprovisions
connections at a finer granularity than LLR; every unpro-
tected connection is identified and an attempt is made to
protect that connection. CLR exploits resources at the log-
ical (or lightpath) layer to find sufficient protection resourc-
es. When this fails, it requests resources from the physical
layer to setup new lightpaths in order to protect exposed
connections. Accordingly, CLR shows a much better per-
formance than LLR. Our simulation showed that more
than 80% of the unprotected connections are successfully
reprovisioned using CLR at the logical layer whereas only
less than 20% of connections are reprovisioned by setting
new lightpaths at the physical layer. Fig. 6 also shows that
although PAC and PAC-HCL both use CLR, PAC-HCL
yields a slightly lower percentage of unprotected connec-
tions after reprovisioning. This is due to the fact that under
PAC, a connection traverses a longer path (i.e., larger
physical hop count) and hence consumes more network
resources than PAC-HCL. Moreover, when PAC-HCL is
used, the physical layer has more resources than PAC.
Tables 1 and 2 show our simulation results that present
the numbers of connections to be reprovisioned in physi-
cal/logical topology under PAC and PAC-HCL; columns
A–D represent the number of unprotected and vulnerable
connections before reprovisioning, the number of connec-
tions successfully reprovisioned in the logical topology,
the number of connections successfully reprovisioned in
the physical topology and the number of unprotected con-
nections left after reprovisioning (note that, a vulnerable
connection becomes unprotected if it cannot be reprovi-
sioned) respectively. Clearly, the results show that using
CLR, 80% of the connections (i.e., column C) which are
left to be reprovisioned at the physical layer (i.e., columns
C and D) can be successfully reprovisioned under PAC-
HCL and this is mainly due to higher resource availability
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at the physical layer. Whereas, under PAC, over 50% gets
blocked and hence they remain unprotected.

Fig. 7 shows the connection vulnerability before and
after reprovisioning. Clearly, the higher is the shareability
of protection resources, the more would be the vulnerabil-
ity of connections after the first failure. The figure shows
that PAL has always higher vulnerability before and after
reprovisioning. We also observe that the vulnerability
increases as the load increases which is due to the fact that
the sharing potential gets higher at higher loads. Similar to
before, since the granularity of LLR is a lightpath, when a
vulnerable light-path fails to be reprovisioned, all connec-
tions carried by this lightpath remain vulnerable (and
hence unprotected). Therefore, PAL shows higher connec-
tion vulnerability after LLR reprovisioning. CLR, on the
other hand, reduces the vulnerability of connections
groomed using either PAC or PAC-HCL due to its finer
granularity substantially. We similarly notice that the
majority of vulnerable connections are reprovisioned at
the lightpath layer.

Network robustness is another important performance
metric used to compare LLR and CLR. Robustness is
defined as the capability of the network to maintain high
restorability6 of its connections (e.g., 95% or above) when
a pair of links randomly fail (one after the other) [10].
We measure the robustness before and after reprovisioning
and for different add/drop grooming ports per node (8 or
16). Our evaluation is based upon measuring the percent-
age of links in the network that yields higher dual failure
restorability after the first failure. In other words, the
robustness is measured by first taking a link down and then
measuring the restorability of the connections when anoth-
er link fails from the remaining links. We then measure the
6 The restorability, R(i, j),of a double failure (i, j)is defined as the portion
of all working paths wi + wj on links i and j that are simultaneously
affected and survive the failures [5,22].
percentage of links that result in a particular restorability
value. This experiment is repeated for all links in the net-
work and then we average all the results. Hence, the larger
the fraction of network links that yield higher connection
restorability, the better is the overall robustness. That is,
given equal failure probability on all links, if dual failure
restorability is kept at a desirable level for the majority
of these links, then the network is said to be more robust.
Fig. 8 shows a comparison of the network robustness
before and after reprovisioning at a load of 24 Erlangs. It
shows 10 different intervals for the restorability ranging
from 0% to 100%. Namely, one large interval is chosen
to cover a relatively low restorability range 0–55% and
the remaining intervals are chosen in increments of 5% to
cover higher ranges above 55%. The figure shows
the robustness of the network as the probability of having
the restorability (R) within a certain interval. For
example as Fig. 8a shows, the 90% restorability of
PAC is defined as Pr(R P 90%) = Pr(R2[95% � 100%]) +
Pr(R2[90% � 95%]) = 0.22. After reprovisioning, this val-
ue increases to 0.96 (see Fig. 8b).

First, LLR improves the robustness of PAL; before
reprovisioning Pr(R P 90%) = 0.35 (Fig. 8(a)) and after
reprovisioning this value becomes 0.6 (Fig. 8b). This is
justified from Figs. 6 and 7, where we showed that the
percentage of unprotected connections drops from 18%
to 6% (at a load of 24 Erlangs) and the percentage of vul-
nerable connections drops from 18% to 8% before and
after reprovisioning correspondingly. Alternatively, the
robustness (e.g., Pr(R P 90%)) of PAC (PAC-HCL)
improves from 22% (48%) before reprovisioning to almost
96% using CLR (Fig. 8a and b). This shows a substantial
improvement of CLR over LLR; this is clearly explained
in the previous discussions and from Figs. 6 and 7 where
after reprovisioning only a very small percentage of
unprotected and vulnerable connections exist in the
network. CLR performance is equal for PAC and
PAC-HCL (e.g., at higher restorability) due to the small
percentage of vulnerable and unprotected connections
remaining in the network.

Another observation is with regards to the impact of
grooming capacity on the network robustness. We study
the robustness when the grooming capacity is 8 and 16
add/drop ports per node. As mentioned earlier, the groom-
ing capacity has minor impact on PAL (see Fig. 4) and
hence on LLR. This is due to the fact that under PAL pro-
tection lightpaths do not consume any add/drop ports.
However, the grooming capacity has direct effect on PAC
and PAC-HCL and hence on CLR. For example, before
reprovisioning when we increase the grooming capacity
from 8 (Fig. 8a) to 16 (Fig. 8c), the robustness (e.g.,
Pr(R P 90%)) changes from 22% and 48% to 43% and
51% for PAC and PAC-HCL correspondingly. After repro-
visioning, the robustness of PAC and PAC-HCL changes
from around 96% to almost 100% after reprovisioning
(Fig. 8b–d). We find that when the grooming capacity
increases, small gain is achieved by the reprovisioning
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Fig. 8. Network robustness.
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algorithm (in terms of robustness). Although as shown in
Fig. 4, the BBP reduces substantially and hence more con-
nections are admitted into the network.

5. Conclusion

In this paper, we considered the problem of protecting
low speed connections in optical networks against multiple
near simultaneous failures. These low speed connections
are groomed together either using PAL or using PAC sur-
vivable grooming policies. To improve the survivability of
these connections, we proposed to use spare capacity rep-
rovisioning after the first failure in order to allocate protec-
tion resources and protect exposed and vulnerable
connections. We proposed two different reprovisioning
schemes, LLR and CLR, and studied their performances.
The two schemes differ in the granularity at which they
reprovision spare resources and which grooming policy
they each require. For example, LLR uses PAL and oper-
ates at the lightpath level; on the other hand, CLR uses
PAC and operates at a finer granularity (connection level).
We have shown that CLR substantially outperforms LLR
due to the increased flexibility that it enjoys. In addition,
CLR reuses the available capacity at the lightpath level
to protect exposed or vulnerable connections before
requesting resources from the physical layer. Our results
have shown that 80% of the unprotected/vulnerable con-
nections are accommodated at the lightpath layer. LLR
on the other hand only reprovisions at the physical layer
although resources may be available in the existing light-
paths. We have measured the robustness of the network
against dual failures and have shown that a network
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deploying CLR with PAC as a grooming policy achieves a
very high robustness by comparison to LLR under PAL.

Since, CLR deals with a larger number of connections,
the management overhead may be excessive as opposed
to the smaller number of lightpaths that LLR deals with.
Hence, we intend in the future to assess the overhead
resulting from CLR and how this could impact the robust-
ness of the network when CLR is implemented in a distrib-
uted environment.
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