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Abstract—In this paper, we propose a framework for energy efficient resource allocation in multiuser localized SC-FDMA with

synchronous HARQ constraints. Resource allocation is formulated as a two-stage problem where resources are allocated in both time

and frequency. The impact of retransmissions on the time-frequency problem segmentation is handled through the use of a novel block

scheduling interval specifically designed for synchronous HARQ to ensure uplink users do not experience ARQ blocking. Using this

framework, we formulate the optimal margin adaptive allocation problem, and based on its structure, we propose two suboptimal

approaches to minimize average power allocation required for resource allocation while attempting to reduce complexity. Results are

presented for computational complexity and average power allocation relative to system complexity and data rate, and comparisons

are made between the proposed optimal and suboptimal approaches.

Index Terms—SC-FDMA, energy efficiency, margin adaptive, resource allocation
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1 INTRODUCTION

ENERGY efficient communication is a long-standing
issue in modern wireless communication systems. The

mobile device radio accounts for a large portion of a mobile
device’s battery life, and as such, efficient use of radio
resources can dramatically improve mobile device energy
consumption. With the increased proliferation of smaller
and faster devices, it has become essential to efficiently
utilize mobile battery resources.

General radio resource allocation problems, particularly
for systems such as orthogonal frequency division multi-
plexing (OFDM) fall in to two major classifications, namely
the rate and margin adaption (RA and MA) problems [1].
RA problems try to allocate resources to maximize system
throughput for a given power constraint, while MA
problems try to minimize transmission power and maintain
a minimum throughput guarantee. The latter of which is
essential for energy efficient scheduling.

In recent years, MA problems have been well studied for
a general OFDMA transmission system [1], [2]. However,
more modern systems, such as 3GPP-LTE, utilize localized
single carrier frequency division multiple access (SC-FDMA)
at the physical layer for uplink transmissions. With localized
SC-FDMA, subcarriers can only be allocated contiguously in
frequency [3], [4]. The use of localized SC-FDMA has been
shown to offer improved peak to average power ratio
(PAPR) compared to OFDM. This however imposes a

limitation of contiguous frequency block assignment [5],
and thus eliminates direct application of traditional MA
framework as described above. Furthermore, the finite set of
modulation and coding schemes (MCS) used in modern
communication systems dramatically increases the optimal
allocation complexity.

Recent works have tried to address various parts of the
overall scheduling/resource allocation problem that deal
with the complexity associated with SC-FDMA [5], [6], [7],
[8]. For example, [5] focused on SC-FDMA uplink schedul-
ing for the case of delay-limited traffic. While in contrast,
the authors of [8] approached the sum-rate maximization
problem using a similar approach to [9] and further
proposed several heuristic methods to deal with the
complexity issue. However, the objective function in this
case is to maximize the cell transmission rate rather than
minimize transmission power.

Nevertheless, the more promising approaches for such
allocation schemes with manageable computational com-
plexity have been to distil the resource allocation problem
[10], [11], [12] into two phases in an effort to reduce resource
allocation complexity. Under this regime, first a subset of
users is chosen in time to transmit during a frame, i.e., time-
domain packet scheduling (TDPS). Second, these users are
allocated frequency resources within a given time frame to
maximize throughput (or minimize energy resources), i.e.,
frequency-domain packet scheduling (FDPS).

The difficulty with this type of approach is that the
practicality of retransmissions needs to be considered and
that 3GPP’s LTE also employs synchronous hybrid auto-
matic repeat request (HARQ) for retransmission in the
uplink. In the nonadaptive configuration, transport blocks
(TBs) are retransmitted at the same rate as the original
transmission exactly ARQw frames following the original
transmission. Consequently, retransmission resources must
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be properly considered by resource allocation algorithms to
enable HARQ.

In this paper, we propose a method of performing
resource allocation that exploits the periodicity of the
HARQ process in scheduler design. We propose the use
of a block time-frequency domain packet scheduler
(BTFDPS). This approach reduces the amount of scheduling
decisions required for uplink traffic in addition to simplify-
ing incorporation of synchronous HARQ into the frame-
work. At each block time-frequency frame, resources are
allocated dynamically relative to the required throughput,
priority, and number of on-going transmissions. Power
allocation is minimized per unit time to meet constraints
resulting in minimizing energy expended for transmission.

The remainder of this paper is divided as follows: In
Section 2, we overview the details of the employed uplink
system model including the channel and scheduling
models. In Section 3, we describe the scheduling methodol-
ogy, while in Section 4, we formulate the optimal energy
efficient allocation problem with the given HARQ con-
straints as a power allocation minimization problem. In
Section 5, we propose two suboptimal methods to improve
computational tractability. In Section 6, simulation results
are provided while in Section 7, conclusions are drawn on
this work.

2 SYSTEM MODEL

The simplified MAC model of a multiuser SC-FDMA
system used for uplink in 3GPP’s LTE, [13] is shown in
Fig. 1. Here, each user has access to a single physical uplink
shared channel (PUSCH) for transmission of their uplink
data. Within a single cell, there are K users (UEs) and a
single base station (eNB). For the purpose of our work, it is
assumed that intercell interference is negligible. The cell
spectrum consists of Nsub narrow band subcarriers grouped
into M resource blocks (RBs) of 12 subcarriers each.
Without loss of generality, there is an integer number (M)
of RBs. The system is assumed to be operating in frequency
division duplexed (FDD) mode.

There are Nsym
1 symbols per subcarrier in a given

subframe where the exact number of subcarriers depends
on the uplink configuration. The PUSCH is used for
transmission of uplink data and shared between UEs (as
shown in Fig. 1).

In 3GPP LTE, CQI values describe a range of targeted
MCSs and are given in Table 3 reproduced from [14]. The
overall TB size is given as the effective spectral efficiency
combined with the number of allocated RBs. Consequently,

the overall number of data bits, the TB size, that can be
transmitted per subframe over a set N of RBs in frequency
given the assumptions above is

�ðb;NÞ ¼ b12ðNsym �NoverheadÞb � jN jc; ð1Þ

where b denotes the spectral efficiency in bits per symbol,N
denotes the set of RBs in frequency and j � j is the size of a
set. The quantity Noverhead >¼ 0 allows for consideration of
any additional in-channel overhead per TB within the
described framework. For the remainder of the paper and
without loss of generality, we employ the notation ’ ¼
12ðNsym �NoverheadÞ. Further, the minimum and maximum
spectral efficiencies for b are shown in Table 3 as bmin ¼
0:1523 and bmax ¼ 5:5547.

Localized SC-FDMA is employed in LTE uplink [3], [4]
and in our system model. In this technology, unlike with
OFDMA only adjacent subcarrier blocks can be allocated to
a given station (UE) at one time. As a result, the application
of localized SC-FDMA constrains allocated RBs to any UE
such that they are adjacent in frequency. Individual UEs
are further limited to a single TB using a common MCS
mode per subframe2 and retransmissions employing
HARQ must be transmitted over the same number of
resource blocks using the same MCS after exactly eight
(ARQw) subframes have passed from original transmission
(nonadaptive HARQ).

2.1 Scheduling Model

The minimum duration of time that can be allocated to a
single UE is a scheduling block (SB). The nth SB is in the
time duration bounded by ½nTf; ðnþ 1ÞTfÞ, where Tf is
the subframe duration (equal to 1 ms) and is one RB
in frequency.

Resource allocation decisions in LTE are made at each
scheduling epoch. A scheduling epoch is the interval of
time over which resource allocation decisions can be made.
While in general the scheduling epoch can be equal to the
scheduling block (i.e., Te ¼ Tf ), we define the mth schedul-
ing epoch as the time duration in ½mTe; ðmþ 1ÞTeÞ and each
epoch consists of Te=Tf subframes in time, where m is the
index of the scheduling epoch. The time Te is chosen to be
equal to

ARQwTf
TXOP

; ð2Þ

where TXOP denotes the maximum number of new TBs
that can be allocated per ARQw subframes where

TXOP ¼ ARQw

Maxtx
; ð3Þ

and Maxtx is the maximum number of times a packet can be
(re)transmitted. The justification behind this selection Te is
discussed in later sections. Fig. 2 shows an example of
the uplink frame layout with relevant time durations.
Successful transmissions are shown in gray, while failures
are red. As shown, retransmissions occur exactly ARQw

subframes following the initial transmission using the same
number of resource blocks.
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Fig. 1. SC-FDMA shared channel.

1. Nsym ¼ 14 with regular cyclic prefix in LTE [14].
2. For single layer (non-MIMO) transmissions [14], which is assumed in

this work.



We assume that each UE has a single radio data bearer
established between itself and the core network. Each
bearer has an access network bit rate of �i bit per unit
time or an average newly allocated TB size of �Ti bits per
ARQ slot.

2.2 Channel Model

The channels between each UE and the eNB, and from RB to
RB are independent. A block fading model is assumed,
where the channel is static for the duration of the decision
epoch Te and independent from epoch to epoch. Channel
estimation is assumed to be error free and available at the
eNB and each channel follows the Rayleigh SNR distribu-
tion given as

pð�Þ ¼ 1

�0
exp � �

�0

� �
; ð4Þ

where �i;kðmÞ is the instantaneous SNR in the uplink
channel of user i over RB k in epoch m and where �0

denotes average SNR for a reference applied power level.
The block error rate (BLER) is the average failure rate of

TBs. This depends on �i;eff (the effective signal to noise
ratio, SNR, of a transmission), Ti (the TB size), and bi (the
effective MCS). To the best of our knowledge, there are no
analytical solutions to compute the BLER of a general coded
transmission. In practical implementations, estimates of
BLER are obtained through receiver measurements. The
measure of information outage probability (IOP) derived in
[15] can be used as an approximate measure for BLER. The
IOP was shown to closely model BLER for moderate block
lengths. Any extensions to our proposed framework are
trivial when estimates of the BLER can be more accurately
obtained for a particular implementation using appropriate
training and calibration techniques.

Following from [15], we can obtain the expression for
BLER as

BLERð�;N i; TiÞ � Q
logð1þ �Þ � logð2ÞTi

’jN ijffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2

’jN ij
�

1þ�

q
0B@

1CA; ð5Þ

where N i is set of RBs allocated to UE i, Qð�Þ is the well-
known Q-function and �i;eff is the effective SNR. The
quantity ’jN ij and Ti

’jN ij corresponds to the number of
modulated symbols and effective spectral efficiency
per allocation, respectively, described earlier. The factor
logð2Þ is required and follows from [15] in that we measure
spectral efficiency in bits per symbol rather than nats per

symbol. Due to the monotonicity of the Q-function
arguments, the above can be solved efficiently using
bisection techniques for the required SNR. Alternatively,
a more computationally efficient method is to obtain a
least-squares approximation to the above as a function of
data rate, target BLER and the number of RBs allocated
(similar to the approach in [16]). We found that the
following fitting function closely approximates the SNR as
a function of data rate

�
ðrÞ
i;eff � ax expðbxTiÞ � �0;x; ð6Þ

where x ¼ jN ij. The values of ax; bx, and �0;x are given in
Table 1 for BLERtgt ¼ 10% for up to 24RBs. Using the
above, along with channel estimates, it is easy to obtain
the required applied power to achieve a target block error
rate. The accuracy of this approximation is verified in
Section 6.

The measured effective SNR for a reference power level
of a transmission is related to the SNR of the RBs
comprising it. As in [17], the effective SNR of an SC-FDMA
symbol cannot be approximated using EESM or MIESM (as
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Fig. 2. Frame layout.

TABLE 1
Least-Squares Approximate Model Parameters



in OFDM), but rather it can be approximated as the average
SNR over the set of RBs allocated or as

�
ð0Þ
i;effðm;N iÞ ¼

1

jN ij
X
k2N i

�i;kðmÞ
jN ij

; ð7Þ

Here, N i is the set of RBs in the computation and the
superscript ðxÞ (i.e., x ¼ 0 above) is used to denote the xth
retransmission number, where in the above case 0 denotes
the initial transmission. The additional jN ij in the above
equation describes that power is equally allocated across
the all assigned resource blocks. We emphasize here that
extension of the above is trivial where measurements/
estimates of the effective SNR are obtained and known for a
given implementation.

2.3 Retransmission Model

Synchronous HARQ is used for uplink retransmission to
improve the probability that a TB can be decoded at the base
station while limiting signalling overhead required for a
synchronous HARQ. In the LTE implementation, a TB is
first encoded with a 1/3 rate turbo code. From this, four
possible code blocks are obtained denoted as redundancy
versions (RVs). Each redundancy version is a different set of
coded bits from the TB. Each retransmission of a TB utilizes
a different RV, so that retransmissions can be combined
with the initial transmission to improve overall reliability.

Consequently, this improved reliability can be consid-
ered as an increase in the measured effective SNR as done
in [18], which is also used here. We employ this model with
coefficients for SNR gains given in Table 2 but note that for
a given implementation, these gain factors can be obtained
through receiver calibration measurements. The effective
SNR of retransmission z can be computed as (in dB)

�
ðzÞ
i;eff;ðdBÞðm;N i; kiÞ ¼ �ð0Þi;eff;ðdBÞðm;N iÞ

þ �ðz; kiÞ �Rcode þ �ðz; kiÞ;
ð8Þ

where Rcode is the code rate �1;024 which is given from [14]
(i.e., 78, 120; . . .Þ; �ðz; kiÞ, and �ðz; kiÞ are given from [18] for
each retransmission and modulation scheme, ki is the
modulation scheme, where �

ð0Þ
i;effðm;N iÞ is the effective SNR

for UE i given in (7). These parameters are summarized in
Table 2. The modulation scheme is derived from the CQI
mode in Table 3 yielding the next highest spectral efficiency
mode than Ti

’jN ij .

2.4 Transmission Power Selection

For a given target BLER of BLERtgt, the required power
is simply

PiðN i; TiÞ ¼
�i;effðN i; TiÞ
�
ðzÞ
i;effðm;N iÞ

; ð9Þ

where �i;effðN i; TiÞ is the � argument in (5) when (5) is set
equal to BLERtgt for given arguments N i and Ti (or using
the approximation given in (6)). The above corresponds to
the power needed for allocation.

3 SCHEDULING METHODOLOGY

Recent research, particularly for LTE systems [10], [11], [12],
proposes segmenting the packet scheduling problem into a
TDPS and FDPS problem. Such methods choose a set of
users at each scheduling interval to schedule (TDPS) and
allocate them in frequency (FDPS) to maximize cell
throughput (rate adaptive, RA).

In the energy limited regime, the goal is to minimize
transmission energy while meeting throughput require-
ments. In this regime, the optimal allocation for MA differs
from that of an RA problem. As a result, RA methods are
not directly applicable in solving the MA problem. Further,
due to limitations imposed by synchronous HARQ, the
above described approaches may experience ARQ blocking
since the TDPS is limited in knowledge to a single subframe
in time. ARQ blocking here is defined as the inability to
allocate a new TB to transmit during a given subframe due
to the requirement of retransmitting a previously trans-
mitted TB as part of the synchronous HARQ process.

A simple to implement method to eliminate ARQ
blocking is to limit the number of new transmissions a
station can initiate in each ARQ window. In synchronous
HARQ, retransmissions are limited to exactly ARQw
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TABLE 2
SNR Gain for Retransmissions [18]

TABLE 3
CQI Indices (Modulation/Coding Schemes) [14]



subframes following the initial transmission (where
ARQw ¼ 8 in LTE uplink), and the maximum number of
times a packet can be transmitted is 4. Based on these
observations, the maximum number of new transmissions
that any station should initiate during any ARQw subframes
is ARQw=4 ¼ 2 to eliminate any ARQ blocking. Based on
this, we can define an ARQ slot as the duration of time
such that each UE can be allotted at most one new TB
for transmission. Consequently, each ARQ slot m has
a duration of four subframes or 1=2 of an ARQw (i.e.,
Te ¼ 4Tf ).

Using this segmentation approach, we can formulate the
resource allocation problem by segmenting it into a two-
stage formulation, namely a TDPS and BTFDPS. At the
beginning of scheduling epoch (ARQ slot) m, the TDPS
chooses which UEs can access the channel (and with how
much data, TiðmÞ) based on the buffers and priority of each
UE over ARQ slot m. The BTFDPS then allocates the UEs
within the time-frequency grid of an ARQ slot based on
channel conditions and knowledge about on-going retrans-
missions. The benefit of such an approach as described
above is that it reduces the number of scheduling decisions
needed in time, as well as, eliminates ARQ blocking. The
drawback of this, however, is that it requires estimates of
the channel for the overall ARQ slot.

3.1 Time Domain Packet Scheduling

During ARQ slot m, the TDPS determines the amount of
new data to be transmitted over the channel. The TDPS
decisions can be done in a number of ways. Existing works
have proposed TDPS designs which demonstrate methods
of exploiting information including but not limited to
buffer occupancy, and quality of service requirements. The
focus of this work is on the design of the BTFDPS and for
the remainder of this paper, we assume a static TDPS
where all UEs are allocated a new TB of size TiðmÞ during
ARQ slot m.

Further, the TDPS may define a static (or dynamic)
weight parameter �iðmÞ denoting the relative priority of
each station. Without loss of any generality we can assumePK

i¼1 �iðmÞ ¼ 1; 8m. Weights can be designed to satisfy
fairness or priority criteria. In our work, we do not focus on
the design of weights and simply assume they are known.

3.2 Block Time-Frequency Domain Packet
Scheduling

The goal of the BTFDPS is to allocate both retransmis-
sions and new TBs within the time-frequency grid of an
ARQ slot. For a given set of TBs from each UE fT1ðmÞ;
T2ðmÞ; . . . ; TKðmÞg for all m, channel state information ��,
and knowledge about TBs for retransmission, the BTFDPS
applied power minimization problem can be formulated
to solve for resource assignment. The resource assignment
policy is comprised of the resource element assignment
(Si;j;nðmÞ and eSi;j;nðmÞ; 8i; j; n;m), power assignment
(Pi;nðmÞ; 8i; n;m), and rate assignment (ki;nðmÞ; 8i; n;m),
where n ¼ 0; 1; 2; 3 are the individual subframes within an
ARQ slot. The quantities Si;j;nðmÞ and eSi;j;nðmÞ are binary
indicators used to denote whether a given RB j during
subframe n is allocated to a given UE i for both new
transmissions and retransmissions, respectively. The

indicators Si;j;nðmÞ and eSi;j;nðmÞ are equal to 0 if a

resource is not allocated to a given UE and 1 if it is for

initial transmission and retransmisions, respectively. The

quantity Pi;nðmÞ denotes the power allocated to UE i and

bi;nðmÞ denotes the number of bits allocated to a given

channel for an MCS chosen for UE i all during subframe

n of ARQ slot m.
The design of the BTFDPS policy requires the following

constraints:

. Minimum rate constraints (to ensure the TB is
allocated).

. HARQ constraints (to ensure the retransmitted TB is
allocated 8 LTE subframes following its failed
transmission).

. New transmission limitation (only a single TB can be
allocated per ARQ slot m).

. Contiguity constraints (to ensure RBs for a single TB
are allocated contiguously in frequency).

. Allocation constraints (to ensure at most one UE can
occupy a given RB during any subframe).

. BLER constraints (to ensure power is adjusted to
meet BLERtgt).

Retransmissions are handled as follows: Due to the

synchronous HARQ mechanism, any transmission that was

erroneous, and has not exceeded the maximum number of

transmissions, is rescheduled exactly 8 (ARQw) subframes

following its original transmission. These transmissions

are scheduled using the same set of RBs3 and using the

same MCS.

4 OPTIMAL ALLOCATION FRAMEWORK

Due to the dependence on previous retransmission, m, it is

not possible to solve the optimal allocation for all time m.

We therefore formulate the global allocation problem to

solve the locally optimal allocation problem in each ARQ

slot m. This approach is described below. For clarity to the

reader, a summary of the frequently used notation that

follows is found in Table 4.

4.1 Optimization Problem

The per-subframe power-optimal BTFDPS is formulated as

follows: First, the objective function can be given as

min
XK
i¼1

XM
j¼1

X3

n¼0

�iðmÞðSi;j;nðmÞ þ eSi;j;nðmÞÞPi;nðmÞ
 !

; ð10Þ

where �iðmÞ is the relative importance parameter of power

minimization for UE i and subframe n 2 f0; 1; 2; 3g within

ARQ slot m defined by the TDPS. The above denotes the

overall weighted transmission power allocated in ARQ slot

m for a given set of allocation parameters (i.e., Si;j;nðmÞ,eSi;j;nðmÞ, and Pi;nðmÞ).
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3. While nonadaptive HARQ limits retransmission to the same MCS,
number of resource blocks and subframe, there is no limitation on which
resource blocks are assigned. In this paper, we further limit retransmissions
to the same RBs in frequency. This reduces signalling requirements and
problem complexity. Retransmissions can easily be incorporated in the
proposed model by considering retransmission blocks as additional users.
The impact of such an assumption is discussed in the results section.



4.1.1 Rate Constraints

The amount of new information that must be transmitted
during a frame is constrained as

XM
j¼1

X3

n¼0

Si;j;nðmÞbi;nðmÞ � TiðmÞ; 8i; ð11Þ

where bi;nðmÞ denotes the number of bits allocated by UE i
in subframe n and TiðmÞ is the total amount of data
requiring transmission during ARQ slot m.

4.1.2 HARQ Constraints

The ARQ constraints ensure that resource allocation cannot
occur in a subframe where a retransmission exists. This
means Si;j;nðmÞ ¼ 0; n 2 Siðm� 2Þ; 8i, where Siðm� 2Þ is
the set of subframes during ARQ slot m� 2 whose
transmissions were unsuccessful and have not reached the
maximum number of retransmissions. Further, the number
of RBs allocated to a user during a retransmission must
equal the original amount of RBs assigned, i.e.,

XM
j¼1

eSi;j;nðmÞ ¼XM
j¼1

ðeSi;j;nðm� 2Þ

þ Si;j;nðm� 2ÞÞ; n 2 Siðm� 2Þ; 8i:
ð12Þ

4.1.3 New Transmission Limitation

To ensure ARQ blocking does not occur, each station is
limited to a new transmission in a ARQ slot. This constraint
is given as

X
n2SCi ðm�2Þ

I
XM
j¼1

Si;j;nðmÞ
 !

� 1; 8i; ð13Þ

where IðxÞ ¼ 0 when x ¼ 0 and 1 otherwise and SCi ðm� 2Þ
is the complementary set of Siðm� 2Þ.

4.1.4 Allocation and Contiguity Constraints

Additionally, localized SC-FDMA is limited to RB alloca-
tions in contiguity, this constraint can be given jointly as

XK
i¼1

ðSi;j;nðmÞ þ eSi;j;nðmÞÞ � 1; Si;j;nðmÞ; eSi;j;nðmÞ
2 f0; 1g; 8j; n

ð14Þ

ensuring only a single user can occupy an RB during an

instant of time and from [19] as

Si;j;nðmÞ � Si;jþ1;nðmÞ þ Si;x;nðmÞ � 1;

x ¼ jþ 2; . . . ;M; 8i; j; n 2 SCi ðm� 2Þ;
ð15Þ

eSi;j;nðmÞ � eSi;jþ1;nðmÞ þ eSi;x;nðmÞ � 1;

x ¼ jþ 2; . . . ;M; 8i; j; n 2 Siðm� 2Þ:
ð16Þ

4.1.5 Power Level Constraints

The applied power level constraints are given from (9) and

expressed as

Pi;nðmÞ ¼
�i;effðN i;n; TiðmÞÞ
�
ð0Þ
i;effðm;N i;nÞ

; 8i; n 2 SCi ðm� 2Þ; ð17Þ

Pi;nðmÞ ¼
�i;effð �N i;n; TiðmÞÞ
�
ðzi;nÞ
i;eff ðm; �N i;nÞ

; 8i; n 2 Siðm� 2Þ; ð18Þ

where zi;nðmÞ is the retransmission number in subframe n

for UE i during ARQ slot m and N i;n ¼ fj j Si;j;nðmÞ ¼ 1g
and �N i;n ¼ fj j eSi;j;nðmÞ ¼ 1g.

Combining (10)-(18) forms the optimal BTFDPS alloca-

tion for inputs �iðmÞ; TiðmÞ; 8m. Due to the time depen-

dence on m and the instantaneous channel conditions, the

above must be solved for each ARQ slot m online.

4.2 Optimization Formulation Using Binary
Programming

The above problem can be formulated using a similar

approach as that used in [9]. In this fashion, the contiguity

constraints are exploited in a manner that reduces the

binary search space. The basic concept behind this approach

is in formulating the problem above as a binary program-

ming problem where each possible solution vector describ-

ing contiguous allocations is enumerated and selection is

made to minimize the average weighted power allocation.

Due to the limited feasible contiguous allocations, the

search space is low relative to the noncontiguous case.
Using the above approach, the optimization problem is

solved at each ARQ slot m. For the remainder of this

section, the index m is dropped, however, all quantities are
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TABLE 4
Frequently Used Notation



assumed to be specific to ARQ slot m. The problem can be
expressed as a general set-packing problem and formulated
using binary programming as

min
x

cTx

s:t: Ax � 14M; Aeqx ¼ 1K; xj 2 f0; 1g; 8j 2 x;
ð19Þ

where c is the real-valued vector containing the weighted

power of choosing a given allocation, x is the vector of

allocation selections, Aeq is a binary equality constraint

matrix of K rows and A is a binary inequality constraint

matrix of 4M rows. Each nonzero entry of the solution

vector x corresponds to selecting the corresponding column

allocation in A.

4.2.1 Inequality Constraints

The matrix A describes the set of potential RB allocations for
all users. It is comprised of individual allocations given as

A ¼ A1; . . . ;AK½ �; ð20Þ

where Ai is a matrix containing the set of feasible allocations

for UE i. Each column of Ai corresponds to a feasible

allocation while each row corresponds to a specific resource.

Within a given column, the kth row corresponds to the

ðk mod MÞth RB and subframe n ¼ bk�1
M c of ARQ slot m.

Each entry in Ai can take a value of f0; 1g. An entry is 1
if the particular resource is required by a UE for that
allocation and 0 otherwise.

The set of possible allocation is determined as follows

for each UE. During any ARQ slot, a UE is allocated a TB of

Ti bits. For a given Ti, the maximum and minimum number

of RBs can be found from Table 3 using bmin and bmax as

Nmin ¼
Ti

’bmax

� �
; ð21Þ

Nmax ¼ min
Ti

’bmin

� �
;M

� �
: ð22Þ

The effective MCS scheme is a function of the number of

RBs and Ti. For each possible contiguous block of RBs of

size ½Nmin;Nmax�, the power level needed to maintain

BLERtgt for all possible allocations of contiguous resource

blocks is found using (5). For each such possible contiguous

blocks above and each subframe of ARQ slot m, a column

allocation in given Ai with corresponding transmission

power in the corresponding entry of c.

Example. To demonstrate how to generate Ai, consider the
following example. Suppose during ARQ slot m and for
UE i, TiðmÞ ¼ 1;000 bits and there are 10 uplink resource
blocks (M ¼ 10). Using the set of CQIs in Table 3, we
observe that 2 and 10 are the minimum and maximum
unique quantity of RBs that satisfy the above. Therefore,
we let all eligible RB allocations fall within 2 and 10 RBs
inclusive ½2; 10� (we denote this set E) with spectral
efficiencies given as solving (1) set equal to TiðmÞ.

Suppose we consider M 0ðbiÞ ¼ 6. It can easily be shown
that for M ¼ 10 (to simplify the example), there are five

(M �M 0ðbiÞ þ 1 ¼ 10� 6þ 1) ways to allocate six RBs

contiguous in frequency. As a result, we define a submatrix
�A
ð6Þ
i computed as the five possible allocations or as

�A
ð6Þ
i ¼

1 0 0 0 0
1 1 0 0 0
1 1 1 0 0
1 1 1 1 0
1 1 1 1 1
1 1 1 1 1
0 1 1 1 1
0 0 1 1 1
0 0 0 1 1
0 0 0 0 1

2666666666666664

3777777777777775
: ð23Þ

Next, we define ðnÞ �A
ð6Þ
i as the eligible allocations of six

RBs for subframe n. It is given as

ðnÞ �A
ð6Þ
i ¼

�A
ð6Þ
i ; if User i has no ReTx in n;
;; otherwise;

�
ð24Þ

where here ; is used to denote a 0� 0 (empty) matrix. From

this we obtain Að6Þ as

A
ð6Þ
i ¼

ð0Þ �A
ð6Þ
i

ð1Þ0 ð2Þ0 ð3Þ0
ð0Þ0 ð1Þ �A

ð6Þ
i

ð2Þ0 ð3Þ0
ð0Þ0 ð1Þ0 ð2Þ �A

ð6Þ
i

ð3Þ0
ð0Þ0 ð1Þ0 ð2Þ0 ð3Þ �A

ð6Þ
i

26664
37775: ð25Þ

where ðnÞ0 is a matrix of zeros identical to size of ðnÞA
ð6Þ
i . The

above corresponds to the feasibility of allocating any user in

any subframe of the ARQ slot in which it does not have an

ongoing retransmission. Finally we obtain Ai as

Ai ¼
�
A
ð2Þ
i ;A

ð3Þ
i ;A

ð4Þ
i ;A

ð5Þ
i ;A

ð6Þ
i ;A

ð7Þ
i ;A

ð8Þ
i ;A

ð9Þ
i ;A

ð10Þ
i

	
; ð26Þ

where the above is found by concatenating each submatrix

obtained from each entry of E.

4.2.2 Equality Constraints

The equality matrix Aeq is simply a matrix of K rows

constraining the number of selected allocations such that

each UE is only allotted one allocation selection from their

matrix Ai. This is given as

Aeq ¼
1TC1

� � � 0TCK
..
. . .

. ..
.

0TC1
� � � 1TCK

264
375; ð27Þ

where Ci is the number of columns in Ai and 1x and 0x are

column vectors of length x.

4.2.3 Cost Function

The objective function vector cT ¼ ½cT1 ; . . . ; cTK � is simply the

cost of choosing the corresponding allocation for each ci.

From (19) we see the cost is simply the weighted power of

choosing an allocation. Since the power is directly a

function of the set of resources, the channel, and the TB

size, individual entries of ci can be then be given as

ci:ji ¼ �iPiðN iðjiÞ; TiÞ; ji ¼ 1; 2; . . . ; Ci; ð28Þ
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where the function Pið�Þ is given in (9), �i is the priority
weight of UE i and where N iðjiÞ ¼ fx j ai:x;ji ¼ 1; x ¼ 1;
2; . . . ;Mg. The quantity ai:x;ji denotes the fx; jig entry in Ai

and ji is the jith column of Ai.

The above problem is solved at each ARQ slotm online for

given TiðmÞ; 8i.4 The above will yield the optimal solution at

each decision epoch, and is less computationally intensive

than the OFDM MA method with additional contiguity

constraints as the search space is reduced precomputation.

The resulting framework is still computationally prohibitive

for online operation. In the following section, we propose

two methods to reduce the problem complexity.

5 SUBOPTIMAL RESOURCE ALLOCATION SCHEMES

Due to the rather large search space above, we propose two
suboptimal methods for the above approach. The first
approach is a subset reduction technique, which is herein
referred to as the Best-N scheme. In this method, we exploit
the potential of choosing a subset of the best allocations
(in terms of minimizing transmission power) for each user
and allocating resources to satisfy this set. The second
method, herein denoted as the iterative allocation method,
allocates time-frequency resources to all users to maximize
the power level gain (PLG) at each iteration. Both methods are
described in the following sections.

5.1 Method 1 - Best-NN Subset Reduction

The Best-N allocations represent the N allocations (set of

RBs, MCS mode, and power allocated) that are the most

energy efficient for the UE to use for transmission. This is

essentially a precomputed subset matrix of the previously

described Ai. We denote this new constraint matrix as Bi.
Once efficient allocations have been computed, the

revised set-packing problem can be formulated using
binary programming as

min
x

dTx

s:t: Bx � 14M;Beqx ¼ 1K; xj 2 f0; 1g; 8j 2 x;
ð29Þ

where d is a real-valued vector, x is the vector of allocation

selections, Beq is the equality constraint matrix of K rows

and B is the inequality constraint matrix of 4M rows. Each

nonzero entry of the solution vector x corresponds to

selecting the corresponding column allocation in B.
The matrix B is found as

B ¼ B1; � � � ;BK½ �; ð30Þ

where entries Bi are given as

Bi ¼

ð0Þ �Bi
ð1Þ0 ð2Þ0 ð3Þ0

ð0Þ0 ð1Þ �Bi
ð2Þ0 ð3Þ0

ð0Þ0 ð1Þ0 ð2Þ �Bi
ð3Þ0

ð0Þ0 ð1Þ0 ð2Þ0 ð3Þ �Bi

2664
3775; ð31Þ

where 0 is a matrix of zeros identical to size of ðnÞ �Bi and
ðnÞ �Bi is

ðnÞ �Bi ¼
�Bi; if User i has no ReTx in n;
;; otherwise:

�
ð32Þ

The matrix �Bi is an M �N matrix containing the set of
Best-N allocations. The matrix �Bi is obtained as follows:
Let Nði; nÞ be the set of RB allocations for the nth best5

allocation of i. Entries of �Bi are therefore given as

bi:n;j ¼
1; j 2 Nði; nÞ
0; otherwise

�
; j ¼ 1; 2; . . . ;M: ð33Þ

Consequently, the matrix Beq is given as

Beq ¼
1T�C1

� � � 0T�CK
..
. . .

. ..
.

0T�C1
� � � 1T�CK

2664
3775; ð34Þ

where �Ci is used to denote the number of columns in Bi.
The vector d is obtained identical to c for entries
corresponding to allocations in B.

Algorithm 1. Iterative Resource Allocation: Initialization.

1: K ¼ f1; 2; . . . ; Kg
2: Allocate ReTx with required power

3: N ðrÞn  Set of RBs in n with ReTx, n ¼ 0; 1; 2; 3

4: Zi  Set of subframes with ReTx for UE i,

n ¼ 0; 1; 2; 3 8i 2 K
5: nðiÞ ¼ �1; 8i 2 K
6: N ðaÞn ¼ f1; 2; . . . ;Mg n N ðrÞn ; n ¼ 0; 1; 2; 3

7: N i ¼ ;; 8i 2 K
8: for i 2 K do

9: N ðfÞi ¼
S3
n¼0;n 6¼Zi N

ðaÞ
n

10: Nmin;i ¼ dTiðmÞ’bmax
e

11: Nmax;i ¼ minðdTiðmÞ’bmin
e;MÞ

12: end for

Algorithm 1. Iterative Resource Allocation: Iterative

Component.

13: while maxðPLGiÞ > 0 &&
S3
n¼0N

ðaÞ
n 6¼ ; do

14: for i 2 K do

15: if N i 6¼ ; && jN ij < Nmax;i then

16: for j 2 N ðfÞi \N
ðaÞ
nðiÞ do

17: �pi;j ¼ �iðP ðN i; Ti; ��Þ � P ðN i [ j; Ti; ��ÞÞ
18: end for

19: PLGi ¼ maxðf�pi;jjj 2 N ðfÞi \N
ðaÞ
nðiÞgÞ

20: else

21: N ðcÞi ¼ GGðNmin;i; fN ðaÞn j8ngÞ
22: if jN ðcÞi jx ¼¼ 1 then

23: i	 ¼ i
24: x	 ¼ 0

25: Go To Line 38

26: end if

27: for x ¼ 0; x < jN ðcÞi jx do

28: pi;x ¼ �iP ðN ðcÞi;x; Ti; ��Þ
29: end for

30: N ðBÞ ¼ f0; 1; . . . ; jN ðcÞi jx � 1g
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4. TiðmÞ can be a constant or vary in time.
5. The nth best allocation refers to the allocation that achieves the nth

smallest required power allocation subject to any additional constraints.



31: PLGi ¼ minðfpi;x; x 2 N ðBÞ n arg min
x	2N ðBÞ

ðpi;x	 ÞgÞ

�minðfpi;x; 8x 2 N ðBÞÞ
32: end if

33: end for

34: if maxðPLGiÞ < 0 then

35: break

36: end if

37: i	 ¼ arg max
i
ðPLGiÞ

38: if nði	Þ ¼¼ �1 then

39: x	 ¼ arg max
x
ðfpi;xji ¼ i	gÞ

40: N i	 ¼ N ðcÞi	;x	
41: nði	Þ ¼ FFðx	; i	Þ
42: n	 ¼ nði	Þ
43: N ðaÞn	 ¼ N

ðaÞ
n	 n N

ðcÞ
i	;x	

44: else

45: n	 ¼ nði	Þ
46: j	 ¼ arg max

j
ðf�pi;jji ¼ i	gÞ

47: N i	 ¼ N i	 [ j	
48: N ðaÞn	 ¼ N

ðaÞ
n	 n j	

49: end if

50: N ðfÞi	 ¼ fminðN i	 Þ � 1;maxðN i	 Þ þ 1g \ N ðaÞn	
51: end while

In rare cases the solution may be infeasible during a given

scheduling epoch as we do not exhaustively allow selection

of every possible allocation. To minimize the probability of

this occurrence, the following steps can be taken:

. Employ appropriate admission control design in the
TDPS.

. Limit the maximum number of resource blocks that
can be allocated to a single user as a function of
available resources and required data rate.

. Enforce overlap restrictions on the Best-N selection
scheme such that no two possible allocations for a
single UE may share any resource blocks (employed
in this implementation).

. Increment N and resolve the problem if the
solution is found infeasible (employed in this
implementation).

There are no guarantees that the Best-N method will

result in a solution without large increases in N . For

example, if the system is highly loaded (size of TBs and

number of users is large), the computational complexity

may tend toward that of the optimal allocation by

incrementing N until a solution is found. As a result, it is

not a robust implementation for heavily loaded systems

from the perspective of low computation time. In the

following section, we propose an additional method that

iteratively allocates RBs to each user which can be used for

such systems where computational complexity is not

impacted by the size of TBs.

5.2 Method 2—Iterative Allocation

The second suboptimal method tries to iteratively allocate

resources to all UEs. At each iteration, resources are

allocated to the user to maximize the power level gain. This

method is described mathematically in Algorithm 1. The

function FFðx; iÞ returns the subframe index corresponding

to index x for UE i and GGðN;N i;ZiÞ returns a set N i of

subsets N i;x containing all unique contiguous RBs of size N

in all subframes n 62 Zi (subframes which are not allocated

for retransmission for UE i). The number of subsets in N i is

jN ijx and the size of each subset N i;x is jN i;xj ¼ N .
The proposed algorithm operates as follows: The in-

itialization of the algorithm is described by lines 1-12. The
iterative allocation portion of the algorithm (described in
lines 13-51 inclusive) is divided into two major components:
the power level gain computation (lines 13-33) and the
allocation stage (lines 37-50).

5.2.1 Initialization Procedure

The initialization stage is described by lines 1-12. As with
the optimal and Best-N allocation schemes, retransmissions
are allocated first to determine the residual resources
available for new transmissions. Next, the minimum and
maximum amount of number of resource blocks for each
UE i is determined.

5.2.2 Power Level Gain

The power level gain stage operates as follows: For users who
have been already allocated resources, the PLG of a resource
is calculated as the difference in power allocated if the new
resource is added to the current resource allocation block
compared to the power allocation required with the existing
allocated resources (line 17). The newly added resource is
constrained to those resources within a users feasible
allocation set (N ðfÞi ). Alternatively, for any user who has
yet to be allocated a resource, the PLG of that user is
measured as the difference between the power allocation
required if that best available resource is allocated and that
of the second best available resource (line 31).

If at any instant of time, a user has only one eligible
allocation, the user is allocated that resource (described in
lines 22-25).

5.2.3 Resource Allocation Stage

The user with the maximum PLG at any iteration is allocated
the corresponding resource (line 38-50). For users being
allocated an initial resource, this constrains the feasible
resources for allocation within that given subframe n.

The overall allocation continues until the maximum PLG
is negative or there are no additional resources for
transmission.

6 NUMERICAL EVALUATION

Simulation results are provided measuring the power and
computation timing of the optimal, Best-N and iterative
schemes. In addition, we measure the impact of static
scheduling of retransmissions. Simulation parameters are
given in Table 5.

6.1 Least-Squares Fit Function

The justification behind use of the predescribed fit function
is shown in Fig. 3. Here we show the results for 2, 4, and 8
RBs with BLERtgt ¼ 10%. The least-squares approximation
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is shown to hold tightly to the actual BLER function;
providing for a more tractable computation of the required
SNR level and justifying its use as a suitable alternative
in computation of the required SNR.

6.2 Retransmission Power—Static Scheduling

Worth noting is the important impact of static scheduling

on retransmissions. While using the above framework,

packet error rates are 10 percent, the overall power

allocated for retransmission packets accounts for over

50 percent of allocated power. As a result, in some

simulations, the Best-N method requires less overall power

to be allocated than the optimal method as a result of power

expended for retransmissions. Overall, we observe the

performance of the iterative method tends to perform worse

in this regime. This is a result of the average number of

resource blocks being assigned to any user being lower than

with the other two methods. This is particularly detrimental

if a user experiences a low quality channel in those RB(s) as

the channel is not averaged over a larger set of resources.
This overall result highlights the importance of reallocat-

ing TBs for retransmission within a given ARQ slot. To

accomplish this, the previously described mechanisms

could be modified as follows: For both the optimal and

Best-N scheme, each user with a retransmission can be

considered as an additional user to allocate. Unlike new

transmissions, these transmission have a fixed number of

RBs, in addition are limited to a single subframe. As a

result, there is a relatively small complexity increase for

these additional users. For the iterative mechanism,

retransmissions can be incorporated by considering them
as additional users. In this case, Nmin ¼ Nmax ¼ jN ij where
here N i denotes the set of resource blocks for the initial
transmission of a given TB (replacing lines 10 and 11 in).

6.3 Optimal Power Expenditure Gap

The average power expenditure per ARQ slot for the initial
transmission of a TB is shown in Fig. 4. Here we observe
the following: In general the amount of power expended
increases with both data rate and the number of UEs. For
lower data rates, the iterative mechanism outperforms
the Best-N scheme, however, as the per ARQ slot data
rate increases, Best-N performance surpasses that of the
iterative method. At approximately Ti ¼ 1;400 bits, the
iterative method experiences an uncharacteristic trend.
This is a result of an increase to Nmin at that data rate,
forcing the iterative scheme to maximize power level gain of
more than one RB for the initial allocation. In this way, the
scheduler is better able to allocate a block of RBs. The effect
of the number of UEs on the power between the two
suboptimal methods is negligible as it largely depends on
the data rate. Both suboptimal methods obtain near optimal
per ARQ slot performance.
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Fig. 4. Applied power for initial transmission.

TABLE 5
Simulation Parameters

Fig. 3. Least-squares approximation accuracy.



6.4 Complexity Comparison

The system complexity (measured in relative computation

time) is shown in Fig. 5. This is measured as the

percentage increase in computation time taken compared

to the base case (iterative method and M ¼ 6 for both

figures and Ti ¼ 200 and K ¼ 1 for Figs. 5a and 5b,

respectively). As expected, the iterative method has the

lowest complexity of all schemes. Further, the number of

UEs and/or RBs results in a large increase in complexity,

while the data rate is shown to have negligible impact.

7 CONCLUSION

In this work, we have proposed framework for energy

efficient resource allocation in the SC-FDMA multiuser

uplink. First, we proposed an alternative method of

selecting an appropriate scheduling epoch based on the

impact of synchronous HARQ. By utilizing the proposed

method, we can reduce the number of allocation procedures

in time and ensure users can always initiate a new

transmission during any frame (i.e., do not experience

ARQ blocking).
Second, we proposed two suboptimal power efficient

resource allocation methods. Both methods were compared

to the optimal method in terms of complexity and power

efficiency. We found that the suboptimal methods closely

obtain the power efficiency of the optimal allocation with

reduced complexity. Further, we found that the efficiency of

the power allocation scheme is dramatically reduced when

static scheduling is employed for retransmissions. In our

future work, we will study the impact of intercell inter-

ference on the proposed framework.
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